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2 Course Abstract

Computer graphics and computer vision techniques deal with acquiring, interpreting and presenting the
rich visual world around us. These are exciting multi-disciplinary fields of research with a wide spectrum
of applications that can impact our daily lives. However, most of the computer generated imagery today
represents scenes with clear atmospheres, neglecting light scattering effects. Analogously, most computer
vision systems have not enjoyed success when deployed in uncontrolled outdoor environments. Nevertheless,
scattering is a fundamental aspect of light transport in a wide range of applications, whether simulating it
or interpreting it, from medical imaging to driving simulators or underwater imagery.

In this course we address the challenges that arise when faced with light scattering both in a computer
graphics and a computer vision context. Both fields have seen great advances over the past few years; however,
most of the existing algorithms still assume that light emitted by a source or reflected off a surface reaches the
sensor unaltered. From a computer graphics perspective, this is due mainly to the complex interactions that
occur and the high computational costs of simulating them. In computer vision, scattering has traditionally
been considered as noise that one should ideally get rid of. Scattering effects are one fundamental hurdle
that must be overcome to significantly extend and enhance current state-of-the-art graphics and vision
techniques and achieve successful impact in a wide range of domains. Given the increasing overlapping of
both fields, including new and hot research fields such as computational photography, we believe the course
will be useful for both communities and everybody with research interests at the intersection of the two. We
hope to increase awareness about this area and open up new research directions. Topics discussed include
appearance modeling, underwater imagery, vision in bad weather and measurement techniques.

This course is intended for people involved in computer graphics, computer vision or related fields such
as computational photography. It will provide a good understating of scattering phenomena, state-of-the-art
techniques to simulate it and treat it in computer graphics and computer vision contexts, and a wide range of
applications. More precisely, it is targeted to delegates interested in general fields such as computer graphics,
computer vision or computational photography, or in more particular applications such as medical imaging,
oceanography, driving simulators, game developers
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3 Introduction

Our current understanding of the behavior of light relies on a progression of increasingly complete yet
complicated models of light. These are (see Figure 1): ray optics, wave optics, electromagnetic optics, and
quantum optics saleh07fundamentals. Computer graphics typically relies on the simplest of these models,
ray optics (also called geometric optics). This model makes several simplifying assumptions about the
behavior of light that limit the types of phenomena that can be simulated. In essence, in this model light
can only be emitted, reflected, and transmitted. Additionally, light is assumed to travel in straight lines
and at infinite speed. This means that effects explained by the higher-level models cannot (easily) be
incorporated into our simulations. In ray optics, effects such as diffraction and interference (wave optics),
polarization and dispersion (electromagnetic optics), and fluorescence and phosphorescence (quantum optics)
are completely ignored. In spite of these limitations, we are still able to correctly simulate a wide range of
physical phenomena.

Figure 1: The theory of light is described by a series of increasingly complete optical models, where each
successive model is able to account for more optical phenomena. In computer graphics, we often restrict
ourselves to the simplest model, ray optics.

In most computer graphics applications, assumptions are made about the properties of the scattering
media in order to more easily derive expressions about the behavior of light. In particular, we assume
that the participating media can be modeled as a collection of microscopic particles. Since the particles are
microscopic and randomly positioned, we do not represent each individual particle in the lighting simulation.
Instead, we consider the aggregate probabilistic behavior as light travels through the medium. Moreover,
these particles are assumed to be spaced far apart relative to the size of an individual particle. This
assumption implies that as a photon travels through the medium and interacts at a particle, this interaction
is statistically independent from the outcome of subsequent interaction events (Figure 2).
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Figure 2: We treat participating media as a collection of microscopic scattering particles. When light travels
through the medium, a change of radiance may occur as the photons interact with the particles.

4 Real-time Rendering Techniques for Participating Media

Most of computer generated imagery today in video games, movies, and scientific simulations are of scenes
on clear days or nights. Volumetric effects such as the beautiful fog rolling down the hills, the bluish haze
of mountains, the eerie night fog or mist reminiscent of Hitchcockian movies, the splendor and brilliance
of underwater effects, the light streaming through clouds or the sun rising over the ocean provide pure
artistic and entertainment value. They are used in movies and paintings to portray different moods, used
in photographs to provide realism, and used even for training in safety and hazardous situations. In the
absence of such effects, current attempts at renderings appear unnatural and cartoonish. Thus, it becomes
critical to render these effects accurately for achieving photo-realism.

(a) (b) (c) (d)

Figure 3: Real time rendering of participating media:. (a)-(b) Real time rendering of homogenous media
using an analytic single-scattering model of light transport. (a) Clear scene. (b) Scene with fog added. (c)-(d) Fast
rendering of smooth, non-homogenous and dynamic media. (c) Clear day scene. (d) Scene with fog added.

Rendering of participating media requires solving complex light transport equations. Brute-force sim-
ulations of light transport based on Monte Carlo and finite element simulation can be prohibitively slow
(taking CPU-days or even weeks). However, a variety of applications spanning entertainment (video games),
medicine (surgery) and autonomous navigation require real-time or interactive performance. Thus, a recent
research thrust has been to make smoothness assumptions, either on the media [5, 22] or the lighting [21] in
order to achieve interactive rates. Sun et al [22] have implemented their model in modern programmable
graphics hardware using a few small numerical lookup tables stored as texture maps, and achieved truly
real time performance. Gupta et al [5] present a technique for fast rendering of non-homogenous, as well as
dynamic media, by representing the density and intensity fields in a low-dimensional basis. Sloan et al [21]
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use the concept of pre-computed radiance transfer to allow for real-time changes in the environment lighting.
Snapshots from a couple of representative papers are shown in Figure 3.

5 Measuring Scattering Properties of Participating Media

The appearance of participating media is governed by their optical properties, which must be input to
a rendering algorithm to generate realistic images. Even with the most accurate rendering algorithms, the
image quality is often limited by the accuracy of these input parameters. Narasimhan et al presented a simple
device and technique [14] for robustly estimating the scattering properties of a broad class of participating
media such as juices, beverages, sugar/salt crystals, and suspended impurities (ocean water) from a single
HDR photograph. They measured the scattering parameters of forty commonly found materials. The results
are compiled into a freely available database which can be immediately used by the computer graphics
community to render realistic images of arbitrary concentrations of the material with multiple scattering
(Figure 4), as well as create realistic images of combinations of the original materials. This technique can
be used to design portable devices as well, that can be used for in-situ measurements of impurity levels in
natural water bodies (oceans, lakes, rivers) for environmental monitoring.

(a) (b) (c)

Figure 4: Measuring scattering properties of participating media: Renderings of a scene with four liquids
in their diluted states (b) and their natural high density states (c). The corresponding input HDR images are shown
in (a).

Debevec et al presented a technique [9] for capturing time-varying volumetric data of participating media.
In their technique, a laser sheet is swept repeatedly through the volume, and the scattered light is imaged
using a high-speed camera. Each sweep of the laser provides a near-simultaneous volume of density values.
They demonstrated rendered animations under changing viewpoint and illumination, making use of measured
values for the scattering phase function and albedo. An example rendering is shown in Figure 5.

6 Computer Vision in Bad Weather

In recent years, computer vision has seen significant advances in the core areas of image sensing and
interpretation. This success has resulted in great demand for vision techniques in application domains ranging
from intelligent transportation and security to oceanography (underwater imaging), to astronomy (telescope
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(a) (b)

Figure 5: Measuring scattering properties of dynamic participating media:. Measured media can be
rendered under a variety of lighting conditions. (a) A captured smoke volume rendered with two spotlights of
different colors. (c) A smoke volume rendered with environmental illumination. Images taken from [9].

and satellite imaging), to even biology and medical systems (microscopic and medical imaging). However,
unfortunately, most computer vision systems have not enjoyed success when deployed in uncontrolled outdoor
environments.

Images of outdoor scenes captured in bad weather suffer from poor contrast. Under bad weather condi-
tions, the light reaching a camera is severely scattered by the atmosphere. The resulting decay in contrast
varies across the scene and is exponential in the depths of scene points. Therefore, traditional space invari-
ant image processing techniques are not sufficient to remove weather effects from images. In such scenarios,
physics-based models that describe the image-formation process in bad weather conditions can be used to
restore contrast of images [17, 15, 16, 20]. Moreover, changes in intensities of scene points under different
weather conditions can be used as cues to compute scene structure (see Figures 6 and 7). These techniques
can be applied to gray scale, RGB color, multispectral and even IR images. More recently, Fattal et al [4]
presented a new method for dehazing the image and estimating the scene structure, given only a single input
image, as compared to previous techniques which required multiple images. Sample results are shown in
Figure 9. This technique has been used for applications such as image refocusing and novel view synthesis.

(a) (b) (c)

Figure 6: Contrast restoration using scattering-based image formation model: (a) Image of a traffic scene
on a foggy day. (b) The defogged (contrast restored) image. (c) Depth map computed from two foggy images. .
Experiments with videos of a traffic scene on a foggy day. Images taken from [17].

Multiple Scattering: Virtually all the previous methods in image processing and computer vision,
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(a) (b) (c)

Figure 7: Contrast restoration using polarization imaging: Images of the (a) perpendicular and (b) parallel
polarization components. The parallel component has the best image contrast that optics alone can give, but in this
case it is only slightly better than the contrast in the image of the worst polarization state. (c) The dehazed image
has much better contrast and color than what optical filtering alone yields, especially in the distant regions of the
scene. Images taken from [20].

Figure 8: Dehazing based on a single input image and the corresponding depth estimate. Images taken from [4].

for removing weather effects from images, assume single scattering of light by particles in the atmosphere.
In reality, multiple scattering effects are significant. A common manifestation of multiple scattering is
the appearance of glows around light sources in bad weather. Modeling multiple scattering is critical to
understanding the complex effects of weather on images, and hence essential for improving the performance
of outdoor vision systems. Narasimhan et al [18] develop a new physics-based model for the multiple
scattering of light rays as they travel from a source to an observer. This model is valid for various weather
conditions including fog, haze, mist and rain. Using this model, the shapes and depths of sources in the scene
can be recovered. In addition, the weather condition and the visibility of the atmosphere can be estimated,
thus making a camera observing a distant source as a visual weather meter.

7 A bio-optical model of ocean water

Simulating the in-water ocean light field is a daunting task. Ocean waters are one of the richest partici-
pating media, where light interacts not only with water molecules, but with suspended particles and organic
matter as well. The concentration of each constituent greatly affects these interactions, resulting in very
different hues. Inelastic scattering events such as fluorescence or Raman scattering imply energy transfers
that are usually neglected in the simulations. A bio-optical model of ocean waters is presented in [8], along
with a method to obtain the in-water light field based on radiative transfer theory. The bio-optical model
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of the ocean uses published data from oceanography studies. The method builds on [7], and provides a link
between the inherent optical properties that define the medium and its apparent optical properties, which
describe how it looks. For inelastic scattering, all frequency changes at higher and lower energy values are
taken into account, based on the spectral quantum efficiency function of the medium. Areas of applica-
tion for this research span from underwater imagery to remote sensing; the resolution method is general
enough to be usable in any type of participating medium simulation. Figure ?? shows some results varying
the concentration of some of the components of the model: chlorophyll, minerals and detritus and yellow
matter.

Figure 9: Resulting pictures varying the chlorophyll concentration C, the minerals and detritus turbidity αd

at 400nm and the CDOM turbidity αy at 440nm.

8 Underwater Imaging

Poor visibility conditions due to murky water, bad weather, dust and smoke severely impede the perfor-
mance of vision systems. A variety of passive methods, most notably based on polarization analysis have
been used to restore scene contrast under moderate visibility by digital postprocessing [19]. However, such
methods are ineffective when the quality of acquired images is poor to begin with. Active vision systems
control light transport even before the image is formed, and hence result in superior performance [13, 6, 12].

Most of the underwater active vision systems are based on using structured lighting. Traditionally,
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(a) (b) (c)

Figure 10: Contrast restoration of underwater images: (a) Contrast restoration using passive polarization
based technique. Image taken from [19]. (b) and (c) Recovering contrast using active illumination, such as polarized
structured light striping. Images taken from [6, 13].

structured light methods assume that the scene and the sources are immersed in pure air and that light
is neither scattered nor absorbed. Recently, however, structured lighting has found growing application in
underwater and aerial imaging, where scattering effects cannot be ignored. A variety of structured light
techniques, such as confocal imaging, structured light striping, polarized light striping have been used to
recover scene albedos, depths and normals reliably, even in murky underwater conditions. These results have
been used to restore the appearances of scenes as if captured in clear air. A compilation of results is shown
in Figure 10.

9 Efficient Rendering of Highly Scattering Materials

Highly scattering, or translucent, materials are all around us. For example, milk, leaves, skin, paper,
paint, and marble are all highly scattering materials. These make up the foods and liquids we eat and drink,
and the materials that compose everyday objects such as plastics and paper. They make up our environment,
and even the various tissues of our own bodies. Translucent materials often have a soft, diffuse appearance
when viewed under direct lighting, and sometimes have a “glow” when backlit.

To efficiently render highly scattering materials, the diffusion dipole model, composed of a positive and
negative point source, gives a good approximation [10], under the assumption that the material is homoge-
neous and semi-infinite in depth. The main limitations of the dipole model are its restriction to semi-infinite
geometry and homogeneous materials. This is resolved by using arrays of multiple dipoles (a multipole)
and convolutions of layer profiles [1]. These extra sources take boundary conditions at the interfaces of thin
slabs, and between the boundaries of scattering layers to produce reflectance and transmittance profiles for
each layer. Convolving these profiles together allows the rendering of layered materials like leaves, paint,
and skin (see Figure 11), while these profiles by themselves can be used to render thin materials like paper.

Determining parameters for the above models, however, is a difficult task. Direct acquisition of the
properties of translucent materials is time-consuming and expensive, and can even be inaccurate, due to the
high orders of light scattering [11]. Instead, parameters can be estimated by fitting to a model, as done in
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Figure 11: Renderings of thin and layered materials. In reading order: paper, leaves, skin and paint

the case of faces [23]. Here, the dipole model allowed the fitting of optical properties and albedo maps for a
large database of human faces, and allowed the analysis of facial traits, along with novel facial renderings.

More specific material models give more intuitive and finer controls over appearance. For example, the
multipole model provides a basis for a spectral model of human skin’s appearance based on skin’s chemical
and structural composition [2]. Using only four parameters (two types of melanin, hemoglobin, and oiliness)
based on real physical properties of skin, this model produces realistic images of many skin types (see
Figure 12, top). It allows the intuitive description of appearance through these parameters, and compares
well with actual measured reflectance of real skin samples.

Unfortunately, this skin model requires the use of albedo textures to modulate the layered-homogeneous
translucent reflectance predicted by the multipole model. Fully controllable spatially varying properties
are controllable using a heterogeneous skin model [3]. In addition, using a simple acquisition setup (see
Figure 12, middle), the properties of multi-layered skin are recovered through an inverse rendering process.
This heterogeneous model allows the synthesis of dynamic changes in skin, and other effects such as inserting
artificial pigment (e.g. a tattoo) between skin layers (see Figure 12, bottom).
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Figure 12: Top: Realistic spectral renderings of human skin. Middle: A device for acquiring the spa-
tially varying spectral properties of skin. Bottom: Inserting a tattoo between skin layers, rendered using a
heterogeneous skin model
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“Thus, if one is to be five times as distant, make it five times bluer.”
—Treatise on Painting, Leonardo Da Vinci, pp 295, circa 1480.
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• The main quantity we are interested in 
for rendering is radiance:
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The Phase Function
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• Local, directional distribution of 
scattering

• Integrates to 1 over all directions:
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Anisotropic Scattering
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• Anisotropy parameter g (average cosine):

where,
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• Anisotropy parameter g (average cosine):

• g=0: isotropic scattering
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g > 0: forward scattering
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g < 0: backward scattering 
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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• Theoretical background

• Methods for rendering participating 
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Available Techniques

• “Ray Tracing Volume Densities.” Kajiya and Herzen. 1984.
• “The Rendering Equation.” Kajiya. 1986.
• “The Zonal Method for Calculating Light Intensities in the Presence of a 

Participating Medium.” Rushmeier and Torrance. 1987.
• “Efficient Light Propagation for Multiple Anisotropic Volume Scattering.” Max. 1994.
• “Multiple Scattering as a Diffusion Process.” Stam. 1995.
• “Rendering Participating Media with Bidirectional Path Tracing.” Lafortune and 

Willems. 1996.
• “Efficient Simulation of Light Transport in Scenes with Participating Media using 

Photon Maps.” Jensen and Christensen. 1998.
• “Metropolis Light Transport for Participating Media.” Pauly et al. 2000.
• “Practical Rendering of Multiple Scattering Effects in Participating Media.” Premože 

et al. 2004.
• “Multidimensional Lightcuts.” Walter et al. 2006.
• “Radiance Caching for Participating Media.” Jarosz et al. 2008.
• “The Beam Radiance Estimate for Volumetric Photon Mapping.” Jarosz et al. 2008.

Rendering Participating Media
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• Path tracing

• Ray marching

• Metropolis

• Finite element methods (Radiosity)

• Diffusion

• Interpolation methods (Radiance caching)

• Density estimation methods (Photon mapping)

• VPL methods (Lightcut, Instant radiosity)

Available Techniques
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Computing Tr
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• In homogeneous medium:
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• In general, if x1, x2 and x3 are collinear,

• then: 
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• compute Tr incrementally
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Ray Marching
(Single Scattering)

47

• assume only single scattering (direct lighting)
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Ray Marching
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• assume only single scattering (direct lighting)
• trace shadow ray for volumetric shadows
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Ray Marching
(Multiple Scattering)
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• recursive ray marching
• exponential growth! expensive!
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• exponential growth! expensive!



object

x

Ray Marching
(Multiple Scattering)

49

• random walk sampling (path tracing)
• linear growth, but still expensive.
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Ray Marching
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49

• random walk sampling (path tracing)
• linear growth, but still expensive.



So Far

• Single scattering relatively in-expensive

• Multiple scattering very expensive

50



Volumetric Photon Tracing

51

Two-pass algorithm:

1) Photon tracing
• Simulate the scattering of photons

2) Rendering
• Reuse the photons to estimate multiple 

scattering
• VPL methods or density estimation



Volumetric Photon Tracing
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object

Volume Photon Map
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object

VPL (Virtual Point Light) 
Methods
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1. Treat each photon as a “virtual point light”
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(Instant Radiosity)
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: shoot shadow rays to VPLs
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: shoot shadow rays to VPLs



object

VPL Methods
(Instant Radiosity)
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: choose a subset of VPLs
(faster performance, introduces noise)



object

VPL Methods
(Lightcuts)
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1. Create VPL hierarchy
2. Perform ray marching

• At each step: choose hierarchical subset
(faster performance, tries to limit noise)



Caustics

Henrik Wann Jensen 2000
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Volumetric Photon Mapping
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object

Volumetric Photon Mapping
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Two approaches: traditional & beam estimation



object

Traditional Photon Mapping
(Ray Marching)
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object

Traditional Photon Mapping
(Ray Marching)
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object

xt

Traditional Photon Mapping
(Multiple Scattering)

Li(xt, !ω) photon map for multiple scattering
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Volumetric Radiance Estimate
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Volumetric Radiance Estimate
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A Volume Caustic

Henrik Wann Jensen 2000
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500,000 photons. 1 minute



Rising Smoke
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Smoke flowing past a sphere
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate

70



Volumetric Photon Mapping
Conventional Radiance Estimate

71



Volumetric Photon Mapping
Conventional Radiance Estimate
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Drawbacks
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Drawbacks

• Radiance estimation is 
expensive

• Requires range search 
in photon map

• Performed numerous 
times per ray
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Large Step-size

Drawbacks
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Large Step-size

Drawbacks
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Large Step-size

Drawbacks

Very Small Step-size
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Beam Radiance Estimate
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Volumetric Photon Mapping
Beam Radiance Estimate
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Adaptive Radius Comparison
Beam Estimate

(6:22)
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Adaptive Radius Comparison
Beam EstimateConv. Estimate

(6:38) (6:22)
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Adaptive Radius Comparison
Beam EstimateConv. Estimate

(6:38) (6:22)

Conv. Estimate

(∞)
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Smoky Cornell Box
Conv. Estimate Beam Estimate

79



Smoky Cornell Box
Conv. Estimate Beam Estimate

(4:03) (3:35)
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Lighthouse

Conventional Estimate

Beam Estimate
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Lighthouse

Conventional Estimate

Beam Estimate

(1:12)

(1:05)
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Cars on Foggy Street

Conventional Estimate

Beam Estimate
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Cars on Foggy Street

Conventional Estimate

Beam Estimate

(2:02)

(1:53)
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Physically Based Rendering.
Matt Pharr and Greg Humphreys 

For More Information

82

Realistic Image Synthesis Using Photon Mapping.
Henrik Wann Jensen

Advanced Global Illumination.
Philip Dutre, Kavita Bala, and Philippe Bekaert



Questions?



A Practical Analytic Single Scattering 
Model for Real Time Rendering

Bo Sun     Columbia University
Ravi Ramamoorthi Columbia University

Srinivasa Narasimhan Carnegie Mellon University
Shree Nayar Columbia University

Sponsors:  ONR, NSF



Scattering in Participating Media



Scattering in Participating Media

Loss of contrast



Scattering in Participating Media

Loss of contrast Dimming and blur



Scattering in Participating Media

GlowsLost of contrast Dimming and blur



Light Transport in Clear Day

Point Source

Surface PointViewer

Dir
ect 

Tra
nsm

issi
on



Clear Day                                                  Foggy Day

Light Transport in Scattering Media

Clear Day                                                  Foggy Day

Point Source

Surface PointViewer

Dir
ect 

Tra
nsm

issi
on

Scattered (glows)



Complexity of Rendering Scattering Media

Virtual Viewpoint

Virtual Screen

Objects
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Complexity of Rendering Scattering Media

Virtual Viewpoint

Virtual Screen

Objects



Complexity of Rendering Scattering Media

640 x 480 (image) x 4 (lights) x [ 50 (steps) + 100 ( directions ) x 50 (steps)] x 30               (intersect) = ?

1.9 Trillion Calculations             
3.0 GHz CPU? 

3 1000

Virtual Viewpoint

Virtual Screen

Objects



Previous Work

Monte Carlo Ray Tracing Methods
[Kajiya and Herzen 1984], [Max et al. 1994]…

‐ Impressive effects, but slow
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Previous Work

Monte Carlo Ray Tracing Methods
[Kajiya and Herzen 1984], [Max et al. 1994]…

‐ Impressive effects, but slow

Hardware‐accelerated Numerical Methods
[ Dobashi et al. 2002 ], [ Riley et al. 2004 ] …. 

‐ Specialized for skies or clouds and Expensive precomputation

‐ No effects of scattering on surface radiance
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Previous Work

Monte Carlo Ray Tracing Methods
[Kajiya and Herzen 1984], [Max et al. 1994]…

‐ Impressive effects, but slow

Hardware‐accelerated Numerical Methods
[ Dobashi et al. 2002 ], [ Riley et al. 2004 ] …. 

‐ Specialized for skies or clouds and Expensive precomputation

‐ No effects of scattering on surface radiance

Glows around point sources
[ Max et al. 1986 ], [ Biri et al. 2004 ]…

‐ Approximations which are not feasible in many cases 

‐ Not extendable to surface radiance and complex lighting

Sp
ee
d

A
ccuracy



Our Technical Contributions

Explicit compact Airlight formula

Explicit Surface Radiance formula

‐ Accurate

‐ Simple fragment shader

‐ Fully interactive
Assumptions:

Isotropic point light sources

Homogenous media 

Single scattering

No volumetric shadows
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The Airlight Integral
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‐ combine          and
*Dβ

‐ combine           and svT γ

The Airlight Model‐Solution
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∫ −=
v

duvuF
0

]tanexp[),( ξξ

= ∫ −
1

2

lim

lim

exp[ ξξ d]tan),,(0 βγsvTA ),(1 γsvTA

4D:

2D

The Airlight Model‐Solution

βγ svD vpD=),,,( βγ vpsvairlight DDL ∫ −
−

⋅
⋅

⋅⋅
vpD

x
d

dxe
d
eIk

0
2

0)( β
β

αβ

‐ combine          and
*Dβ

‐ combine           and svT γ



Special Function F

∫ −=
v

duvuF
0

]tanexp[),( ξξ

Well behaved and purely numerical 2D function.

Independent of the scene.

Evaluate once for all and stored as a 2D texture. 



Our Compact Airlight Formula

Compact 2D representation.

Real time cheap evaluation.

Arbitrarily change physical parameters.

Fully interactive

[ ]),(),( 22110 vuFvuFA −2D:
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Our Compact Airlight Formula

Compact 2D representation.

Real time cheap evaluation.

Arbitrarily change physical parameters.

Fully interactive
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Our Compact Airlight Formula

Compact 2D representation.

Real time cheap evaluation.

Arbitrarily change physical parameters.

Fully interactive

[ ]),(),( 22110 vuFvuFA −2D:



Comparison with Monte Carlo simulation

Low RMS error shows our model is physically accurate



Video: Glows

Video clip 1



Light Transport Revisited

Point Source, s

Surface Point, p

Viewer, v
n̂

BRDF



Lambertian and Phong Spheres

Lambertian Phong=10                                     Phong=20

Clear 
Day

Foggy 
Day



2D:F

The Surface Radiance Model
Point Source, s

Surface Point, p

Viewer, v
n̂

BRDF

1D function on iθ2D : Lambertian, PhongnG0G:      ,

∫ ⋅⋅⋅= iiairlightsurface dBRDFLL ωθcos



Video: Diffuse and Glossy Shading

Video clip 2



The Complete Model

airlightsurface
T LLeL vp += −

Airlight ModelSurface Radiance Model

2 Lookups F2 Lookups          and nG0G



The Complete Model

Texture lookups 

Analytic expression

NIS ×××4

IS ××8

Image size Lights Terms to approximate the phase function

= 5 Million

= 10 Million

15 Million  VS   1.9 Trillion

airlightsurface
T LLeL vp += −

Airlight ModelSurface Radiance Model

2 Lookups F2 Lookups          and nG0G



float AirLight( ) 

{ 

float u = A1(beta, Dsv, gammasv); 

float v1 = 0.25*PI+0.5*atan((DvpDsv*cos(gammasv))/(Dsv*sin(gammasv)));

float v2 = 0.5*gammasv; 

float4 f_1=texRECT(F, v1, u); 

float4 f_2=texRECT(F, v2, u); 

return A0(lightIntensity, beta, Dsv, gammasv)*(f_1.x-f_2.x); 

} 

float SurfaceRadiance( )

{

float4 G = texRECT(G_20, Tsp, thetas);

return Ks*Io*beta/(2*Dsp*PI)*G;

}

Snap Shot of Shader Code



Video: Complex Geometry

Video clip 3



For Live Demo, please visit sketch at 10:30am, Patree Hall A.



Complex Lighting and Materials

Rendering time is linear in the number of lights.

Surface Point, p

Viewer, v
svD

vpD

n̂

BRDF



Point Spread Function

Equidistant point sources

Scattering is essentially Point Spread Function (PSF).
[Narasimhan and Nayar 2003], [Premoze et al. 2004]…

PSF
Angles

Intensity

β

Input Output



Complex Materials

Clear Day                                    Foggy Day

PSF
Angles

Intensity

β

BRDF Effective BRDF

with Scattering



Environment Maps

Clear Day                                          Foggy Day

PSF
Angles

Intensity

β

Lighting Foggy Lighting



PSF for Complex Lighting and Material

Video clip 4 and 5
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50fps                                                40fps

Summary

Analytic Airlight Model

An OpenGL‐Like Practical Real‐Time Rendering Technique:



Summary

Analytic Airlight Model
Analytic Surface Radiance Model

An OpenGL‐Like Practical Real‐Time Rendering Technique:

40fps                                                50fps



Summary

Analytic Airlight Model
Analytic Surface Radiance Model

PSF for Complex Lighting and Natural Materials

An OpenGL‐Like Practical Real‐Time Rendering Technique:

100fps                                                20fps
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Thanks for Listening!
Maya Plug‐in, 2D tables, and Shader code:

http://www.cs.columbia.edu/~bosun/research.htm



The End



Visualizing Underwater Ocean Optics – Gutierrez et al.

Inelastic Scattering
Diego Gutiérrez
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Scattering

Initial vibrational state

Virtual vibrational state

Increasing 
Energy 

1νhEi =Δ 1νhEe −=Δ

1ν

Elastic Scattering

[Rushmeier and Torrance 1987]
[Nakamae et al. 1990]
[Tadamura and Nakamae 1995]
[Kaneda et al. 1991]
[Nishita et al. 1993]
….
[Jensen 2001]
….
….
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Inelastic scattering
It can cause very prominent effects, but has traditionally 
been neglected:

It can be faked (actually, just like everything else)
Real-world data is not easy to obtain
It requires a spectral renderer





[Glassner 94]
Emission Extinction

Elastic

Scattering



[Glassner 94]
Emission Extinction

Elastic

Scattering

Inelastic Scattering



Full Radiative Transfer Equation
Emission Extinction

Elastic

Scattering

Inelastic Scattering

Inelastic phase function
Wavelength redistribution function

Inelastic phase function
Wavelength redistribution function



[Glassner 94]
First application of inelastic scattering to CG

Fluorescence (modified version of rayshade)



[Glassner 94]
First application of inelastic scattering to CG

Phosphorescence

Re-formulation of the rendering equation in the
presence of these phenomena



[Glassner 94][Wilkie et al. 01]

[Devlin et al. 02]

Re-radiation matrix 
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[Glassner 94][Wilkie et al. 01]

[Devlin et al. 02]

Re-radiation matrix 



[Wilkie et al. 01]



[Wilkie et al. 06]
Previous works dealt with color computations
Analyze the reflection behaviour of fluorescent
surfaces: energy shift is highly dependant on exitant
angle
Provide an analytical BRDF model for fluorescent
surfaces based on a layered microfacet approach



[Wilkie et al. 06]



[Wilkie et al. 06]
Diffuse orange card hit by green laser

Left: plain
Right: fluorescent (day-glo)



From almost specular to fully fluorescent



Re-radiation matrices not enough



[Wilkie et al. 06]

BRDF made up of:
Non-fluorescent semigloss specular component
Fluorescent diffuse component
No SSS



[Wilkie et al. 06]





[Cerezo and Serón 04]
Volume inelastic scattering
Rendering system based on the discrete ordinates 
method
Generalizes [Languénou et al. 95] to inelastic events. 
Energy is transmitted from voxel to voxel in a 
cascading scheme

Limited to pure chlorophyl
Requires voxelization (simple scenes)



[Cerezo and Serón 04]



[Cerezo and Serón 04]
The figure from the paper (shown here) should actually 

show the opposite cascading scheme



[Gutiérrez et al. 05]
Generalized volume inelastic scattering: photon
mapping extension

No need to voxelize
Not limited to chlorophyl: Stokes behavior



[Gutiérrez et al. 05]



[Gutiérrez et al. 08]
Extension to the previous PM extension

Full volumetric inelastic scattering (Stokes, anti-Stokes)





Constituents = f(Parameters of the model)

Fluorescence isotropic phase function





SCATTERING



Absorption Elastic scattering







INELASTIC
SCATTERING

by
YELLOW MATTER



Absorption Elastic scattering Inelastic scattering
USING YELLOW 

MATTER INELASTIC 
PHASE FUNCTION

USING YELLOW 
MATTER 

WAVELENGTH 
REDISTRIBUTION 

FUNCTION



Radiance estimate
Single scattering

Multiple scattering





The effect of inelastic scattering

Without inelastic scattering With inelastic scattering



[Hullin et al. 08]
Fluorescent immersion range scanning

Acquisition of Optically Complex Objects and Phenomena
Tuesday, 4 August, 08:30 – 10:15

http://www.mpi-inf.mpg.de/resources/FIRS/
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Structured Light in Scattering Media [Narasimhan et al. 
2005]: finding a suitable concentration of milk seems
almost impossible
Fluorescent dye avoids the problem
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Milk: murky
Fluorescent dye: almost no multiple scattering
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Measured profiles
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Figure 7: (a) Input photograph, compared to our face model with (b) spatially-varying Torrance-Sparrow; (c) spatially-varying Blinn-Phong;
and (d) uniform Torrance-Sparrow BRDF models.

5.4 Measuring Translucency

Our subsurface measurement device is an image-based version of
a fiber optic spectrometer with a linear array of optical fiber detec-
tors [Nickell et al. 2000] (see Figure 8). Similar, more sophisticated

Figure 8: Left: A picture of the sensor head with linear fiber array.
The source fiber is lit. Right: The fiber array leads to a camera in
a light-proof box. The box is cooled to minimize imaging sensor
noise.

devices called Laser Doppler Flowmetry (LDF) probes are used
to measure micro-circulatory blood flow and diffuse reflectance in
skin [Larsson et al. 2003]. The advantage of our device over LDF or
the measurement procedure in [Jensen et al. 2001] is that it can be
safely used in faces. Light from a white LED is coupled to a source
fiber. The alignment of the fibers is linear to minimize sensor size.
A sensor head holds the source fiber and 28 detection fibers. A dig-
ital camera records the light collected by the detector fibers. The
camera and detector fibers are encased in a light-proof box with air
cooling to minimize imager noise. We capture 23 images bracketed
by 2/3 f-stops to compute an HDR image of the detector fibers. The
total acquisition time is about 88 seconds.

Figure 9 shows the sensor head placed on a face. We have chosen
to measure three points where the sensor head can be placed reli-
ably: forehead, cheek, and below the chin. For hygienic reasons we
do not measure lips. We found that pressure variations on the skin
caused by the mechanical movement of the sensor head influence
the results. To maintain constant pressure between skin and sen-
sor head we attached a silicone membrane connected to a suction
pump. This greatly improves the repeatability of the measurements.
For more details on the subsurface device and calibration procedure
see [Weyrich et al. 2006].

Previous work in diffuse reflectometry [Nickell et al. 2000] sug-
gests that some areas of the human body exhibit anisotropic subsur-
face scattering (e.g., the abdomen). We measured two-dimensional

Figure 9: Left: The sensor head placed on a face. Top: Sensor fiber
layout. The source fiber is denoted by a cross. Bottom: An HDR
image of the detector fibers displayed with three different exposure
values.

subsurface scattering on the abdomen, cheek, and forehead for a
few subjects. We verified the presence of significant anisotropy in
the abdominal region (see Figure 10). However, the plots show

Figure 10: Subsurface scattering curves for abdomen, cheek, and
forehead measured along 16 1D profiles.

that the diffuse subsurface scattering of facial skin can be well ap-
proximated with an isotropic scattering model. Consequently, we
measure only a one-dimensional profile and assume rotational sym-
metry.

We fit the analytic BSSRDF model of Jensen et al. [2001] to
the data points of each subsurface measurement, providing us with
the reduced scattering coefficient σ ′

s and absorption coefficient σa.
From the measured σa and σ ′

s data we can derive the effective trans-
port coefficient:

σtr =
√

3σa(σa +σ ′
s) ≈ 1/!d . (15)

!d is the diffuse mean free path of photons (mm) and provides a
measure of skin translucency.

Table 1 shows the mean and variance of σtr for a sample popula-
tion of various people (see Section 7). The measurement points on
cheek and forehead are quite similar in translucency. The measure-
ment point on the neck underneath the chin shows a rather different
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Color variation

Matching photographs of skin

Renderings

Photographs

Caucasian Asian African



Melanin variation

Total melanin volume fraction

βm = 0.7, Ch = 0.5%

Cm = 0.1% Cm = 1% Cm = 2% Cm = 5% Cm = 10% Cm = 20% Cm = 30% Cm = 50%



Melanin variation
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Melanin type
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Hemoglobin variation

Ch = 0.1% Ch = 1% Ch = 5% Ch = 10% Ch = 20%

Hemoglobin fraction

Cm = 1%, βm = 0.5%
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Heterogeneity through inter-scattering

Sum of 2D products of convolutions

Φ∗R+
12 = Φ∗R+

1 + Φ∗T +
1 A ∗R+

2 A ∗T−
1

+ Φ∗T +
1 A ∗R+

2 A ∗R−1 A ∗R+
2 A ∗T−

1 + · · ·
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Sample irradiance in 3D

Project samples to UV-space

Convolve in UV-space

2D profiles, inter-layer absorption

Algorithm
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Dipole
2 gaussians
4 gaussians

R =
k∑

i=1

wiG(vi)

Φ ∗ R =
k∑

i=1

wiG(vi) ∗ Φ

Efficient Convolution

Sum of weighted 
gaussians

Separable convolution

Efficient evaluation

Irradiance convolution

[d’Eon et al. 2007]



Irradiance Convolution



Irradiance map

Irradiance Convolution

Φ

u→
v
↓

Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

Φ

u→
v
↓

Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v3)

u→
v
↓

∗Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v3)

u→
v
↓

w3×

∗Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v3)

Inter-layer absorption

u→
v
↓

×w3×

∗Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v3)

Inter-layer absorption

u→
v
↓

×w3×

∗

Accumulate

Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v3)

Inter-layer absorption

u→
v
↓

×w3×

∗

Accumulate

Φ



Irradiance map

Blur, weight, accumulate

Irradiance Convolution

G(v7)

Inter-layer absorption

u→
v
↓

×w7×

∗

Accumulate

Φ
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Irradiance map

Blur, weight, accumulate

Weights in LUT, indexed by

Irradiance Convolution

Inter-layer absorption
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Irradiance map

Blur, weight, accumulate

Weights in LUT, indexed by

Progressive accumulation

Irradiance Convolution

Inter-layer absorption

u→
v
↓

×w10

G(v10)

×

∗

Accumulate

Φ
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measurements
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Inverse rendering
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Multi-band Rendering
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Measurements of

Skin types I..V

Different skin regions

Skin conditions

Validation of

Model flexibility

Number of model 
parameters

Numerical stability of fit

Type  Properties Properties
I  white – subject to sunburn
II  tan – capable of tanning
III  dark – capable of tanning
IV  dark
V  very dark
VI  very dark

Fitzpatrick skin types
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  What’s next?

Very thin, curved areas

Low-order scattering

Deforming skin

Clinical accuracy

Heterogeneous translucency
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Good�Vision�in�Bad�Weather
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Traditional�Computer�Vision�Problemsp

Reflectance�EstimationShape�from�Shading

Illumination�Estimation Stereo�and�Motion



The�Fundamental�Assumption�in�Visionp

Lighting

No�Change�in�

Surface�Radiance

Surface Camera

Vision�and�the�Weather

H MistHaze Mist

RainFog
Images��Courtesy�:�Steve�and�Carol�Sheldon



Effects�of�Bad�Weather

Haze Mist

RainFog

Image�Processing�does�not�Suffice

How�often�do�we�see�Bad�Weather?

Clear & SunnyClear�&�Sunny�
(77%)

Bad
Weather�

(23%)

Manhattan,�Every�Hour,�9�Months

(23%)

, y ,

(�Narasimhan�et.�al,��ECCV�2002)



Weather�Conditions�and�Particles

CONDITION    PARTICLE TYPE    RADIUS (�m)    CONCENTRATION(cm  )

4 19

-3

AIR

HAZE

Molecule

Aerosol

410� 1910

110 2 �� 10103 �

FOG Water Droplet

1010

10100�101�

CLOUD

RAIN

Water Droplet

W t D

101� 10300�
42 1010 52 1010 ��RAIN Water Drop 42 1010 � 52 1010 �� �

(�Mie�1908,�McCartney�1975�)

The�Study�of�the�Atmosphere

Atmospheric
O ti

Modeling�Weather
and�Scattering

Middleton�1952
Hulst 1954

Radiative�Transport�
Telescopic�and�Satellite

Imaging Optics

Remote��Astronomy

Hulst��1954
Koshmeider�1924

Signal�Strength��

Imaging�
Chandrasekhar�1957,�1960
Shepard�et�al.�2000

Sensing
Astronomy

Astrophysics
g g
Enhancement

Ishimaru�1978

Lutomirski�1978

Computer��
Graphics

Image��
Processing

Image�Enhancement
Kopeika�et�al�1998

Realistic�Rendering�of
Scattering�Effects

Jensen�et�al�2001
h h Graphics Processing

Oakley�et�al�1998,�2000
Grewe�&�Brooks�1998

Pharr�&�Hanrahan�2000
Stam�1996�

What can Images Reveal about

Koenderink��&��Richards�1992

Cozman��&��Krotkov��1997

Computer�Vision�: What�can�Images�Reveal�about�
the�Scene�and�the�Atmosphere�?



Attenuation�Model

Scattering dEScattering
Medium

Attenuated
E i i Li h

dE

Unit�
Cross

Section d

X�=�dIncident�Light
Exiting�Light

Section

X�=�0

dx

0E

Brightness�at�Distance�d :

deEdE ��� 0)( (�Bouguer’s�Law,�1729�)

Scattering�Coefficient

0)(

Direct�Transmission

Attenuation�of�Diverging�Beams:

2
0)(

d
eIdE

d��

� (�Allard’s�Law,�1876�)

Optical�Thickness:

dT ��

Scaled�Depth



BUT�…�Distant�objects�appear�Bright�!

Mountains

Airlight�Model
( K h id 1924 )

SunlightDiffuse
Skylight

(�Koschmeider,�1924�)

y g

Ob
dV

Object

Observer

D ff

d

Diffuse
Ground��Light

Brightness�due�to�a�Path�of�Length��d :
Horizon�Brightness

)1()( deEdE ��
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Depth�of�Sources�from�Attenuation
Computed�Source��Locations

Clear�Day

Clear�Night

Foggy�Night

Structure�from�Airlight

Mountain��Range
Urban�Scene

F D I F D IFoggy�Day�Image Foggy�Day�Image

Computed�Depth��Map Computed�Depth��Map

3D�Structure 3D�Structure



Attenuation�+�Airlight

SunlightDiffuse
Skylight

Object

Ob

y g

Observer

d

Diffuse
Ground Light

E
0E

Ground��Light

�E
E

d�
Attenuation

d�
Airlight

d�

Dichromatic Atmospheric�Scattering

B

(�Narasimhan�et�al,�IJCV�2002�)

E
D̂p Attenuation�

( Clear Day Color )(�Clear�Day�Color�)

Â Airlight
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Aq Airlight�
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��E D̂p Âq��E Dp Aq



Scattering  Coefficient (    )   vs. Wavelength (     )� �
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Dichromatic�Planesc o at c a es

Surface�
Color D̂
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Color
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1E
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Different�Visibilities
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Color�Constraints�using�Dichromatic�Model
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Abstract

We consider real-time rendering of scenes in participating media,
capturing the effects of light scattering in fog, mist and haze. While
a number of sophisticated approaches based on Monte Carlo and fi-
nite element simulation have been developed, those methods do not
work at interactive rates. The most common real-time methods are
essentially simple variants of the OpenGL fog model. While easy to
use and specify, that model excludes many important qualitative ef-
fects like glows around light sources, the impact of volumetric scat-
tering on the appearance of surfaces such as the diffusing of glossy
highlights, and the appearance under complex lighting such as en-
vironment maps. In this paper, we present an alternative physically
based approach that captures these effects while maintaining real-
time performance and the ease-of-use of the OpenGL fog model.
Our method is based on an explicit analytic integration of the sin-
gle scattering light transport equations for an isotropic point light
source in a homogeneous participating medium. We can implement
the model in modern programmable graphics hardware using a few
small numerical lookup tables stored as texture maps. Our model
can also be easily adapted to generate the appearances of materials
with arbitrary BRDFs, environment map lighting, and precomputed
radiance transfer methods, in the presence of participating media.
Hence, our techniques can be widely used in real-time rendering.

1 Introduction

Many real-time rendering applications like games or interactive
simulations seek to incorporate atmospheric effects such as mist,
fog and haze. These participating media lead to a number of quali-
tative effects not present in clear-day conditions (compare figure 1a
with our result in figure 1c). For instance, there are often glows
around light sources because of scattering. The shading on objects
is also softer, with specular highlights diffused out, dark regions
brightened and shadows softer. It is critical to capture these effects
to create realistic renderings of scenes in participating media.

In computer graphics, the approaches for capturing these effects
represent two ends in the spectrum of speed and quality. For high-
quality rendering, a number of Monte Carlo and finite element tech-
niques have been proposed. These methods can model very general
volumetric phenomena and scattering effects. However, they are
slow, usually taking hours to render a single image. Significant
gains in efficiency can generally be obtained only by substantial
precomputation, and specializing to very specific types of scenes.

At the other extreme, perhaps the most common approach for in-
teractive rendering is to use the OpenGL fog model, which simply
blends the fog color with the object color, based on the distance of
the viewer (figure 1b). The fog model captures the attenuation of
surface radiance with distance in participating media. This model
is also popular because of its simplicity—implementation requires
almost no modification to the scene description, and the user need
only specify one parameter, β , corresponding to the scattering co-
efficient of the medium (density of fog). However, many qualitative

∗e-mail: {bosun,ravir,nayar}@cs.columbia.edu; srinivas@cs.cmu.edu

(a) Clear day

(b) OpenGL fog

(c) Our model

Figure 1: Rendered images of a scene with 66,454 texture-mapped trian-
gles and 4 point lights. The insets show an image for another view of the
vase, with highlights from all 4 sources, to amplify shading differences. (a)
Standard OpenGL rendering (without fog), (b) OpenGL fog which captures
attenuation with distance and blending with fog color, and (c) Our real-time
model, that includes the glows around light sources, and changes to surface
shading such as dimming of diffuse radiance (floor and wall), brightening
of dark regions (back side of pillars and vases) and dimming and diffusing
of specular highlights (inset). All the visual effects in this complex scene are
rendered by our method at about 20 frames per second.
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Figure 2: Diagrams showing three cases of how light travels to the viewer through the participating medium. In (a) light travels in a straight line and directly
reaches the surface and the viewer. This is essentially what previous interactive models such as OpenGL fog compute. In (b), in addition to what happens in
(a), airlight scatters to the viewer and produces effects like glows around the light source. In (c), in addition to what happens in (b), airlight also scatters to
the surface and gets reflected, leading to effects such as the diffusing out of specular highlights and brightening of darker regions. In image (d), reflected rays
from the surface also scatter to the viewer.

effects are missing, such as the glows around light sources, the ef-
fect of scattering on object shading, and the ability to incorporate
complex lighting effects like environment maps.

In this paper, we take a significant step towards improving the
realism of rendered images with participating media (figure 1c),
while maintaining the real-time performance and ease of use of
the OpenGL fog model. Our model can be implemented as a sim-
ple vertex or pixel shader (pseudocode in figure 13), allowing it to
be easily added to almost any interactive application. The method
can also be applied with complex lighting, allowing environment
mapping and precomputed radiance transfer to be used interactively
with participating media for the first time (figures 15 and 16).

Figure 2 illustrates three important visual effects due to light
transport in scattering media. In this discussion, and this paper,
we assume single scattering (i.e. that light scatters at most once
in the medium), which is a common approximation in volumetric
scattering and can be shown to be accurate in many common situa-
tions such as thin fog. Figure 2a corresponds to direct transmission
of light from the source or surfaces to the viewer. We can sim-
ply attenuate the clear-day radiance values based on the distance
(optical thickness). This simple approach is essentially what in-
teractive models like OpenGL fog implement. Figure 2b also in-
cludes the glows around light sources, commonly referred to as
airlight [Koschmeider 1924]. Glows occur because light reaches
the viewer from different directions due to scattering in the atmo-
sphere. Figure 2c further includes the effect of airlight on the out-
going surface radiance, leading to effects such as the spreading out
of specular highlights and softening of shadows. These are impor-
tant effects, usually neglected in previous interactive methods. Our
model renders all of the effects in figure 2c in real-time.

Figure 2d illustrates the case where the surface radiance is single
scattered in addition to being attenuated, before reaching the view
point. On one hand, the attenuation decreases the brightness of the
radiance at the surface according to the distance of the surface from
the viewer. On the other hand, the single scattering results in slight
brightening and blurring of this surface radiance. Implementing the
latter effect requires a depth-dependent convolution. In this paper,
we will only consider attenuation of surface radiance, and we will
set aside a more thorough investigation of the latter effect for future
work1. The specific technical contributions of this paper are:

Explicit Compact Formula for Single Scattering: The
common approach to using single scattering is to numerically in-
tegrate brightness contributions while marching along the viewing
ray. However, this approach is too slow for interactive applications,
which require an explicit formula such as the OpenGL fog model.
One of the main contributions of this paper is the derivation of an
explicit compact formula for the single scattering from an isotropic
point source in a homogeneous participating medium, by analyti-
cally integrating the single scattering equations. This airlight model
(section 3) allows us to simulate effects like the glows around light
sources (figure 2b). We can also use the model to calculate the ef-
fects of scattering on the surface shading (figure 2c). These calcula-
tions are very expensive even for numerical integration, because we

1Single scattering from different surface points in the scene can partially
compensate for the loss of brightness due to attenuation. Neglecting this can
produce consistently darker images, especially for indoor scenes.

must consider incident airlight from the entire visible hemisphere.
However, they can be directly implemented using our explicit sur-
face radiance model (section 4).

Implementation on Programmable Graphics Hardware:
We speculate that an explicit formula for the single scattering in-
tegrals has previously not been derived because of the complexity
of the calculations involved. In this paper, we reduce these dif-
ficult integrals to a combination of analytic functions that depend
only on the physical parameters of the problem, and a few lookups
of tabulated 2D functions, that have no simple analytic form, but
are smooth and purely numerical—independent of the physical pa-
rameters. The numerical functions can be precomputed and stored
as 2D texture maps, and the entire analytic computation and table
lookups can be implemented in simple pixel or vertex shaders in
modern programmable graphics hardware (section 5).

Extensions to Complex Lighting and BRDFs: It is also
possible to extend our airlight and surface radiance models to in-
corporate more complex illumination models and material proper-
ties (section 6). Mathematically, we derive a point-spread function
(PSF) to represent the glow around a light source. We can con-
volve an environment map with this PSF to get the appearance of
a foggy scene under natural lighting. We can also use a frequency
domain spherical harmonic representation to enable rendering with
arbitrary BRDFs, and add in shadows and interreflections with pre-
computed radiance transfer methods. This approach enables meth-
ods such as environment mapping and precomputed radiance trans-
fer to be used with volumetric scattering effects for the first time.

Our goal is to achieve interactive rendering of participating
media. To enable this, and derive an explicit compact expres-
sion that can be implemented in real-time, we make a number
of assumptions—isotropic point light sources, homogeneous me-
dia, the single scattering approximation, and no cast or volumetric
shadows (shadows can, however, be added using precomputed light
transport methods). More complex and general scattering effects
are certainly desirable in many situations, but are not possible to
obtain at real-time rates for general scenes. On the other hand, our
method captures most of the important visual effects of scattering,
while being very simple to add to any interactive application.

2 Related Work

The literature on simulating volumetric effects is large, going back
to [Blinn 1982], and we only discuss important representative pa-
pers. Most techniques are based on numerical or analytic approx-
imations to the radiative transfer equation [Chandrasekhar 1960].
Monte Carlo ray tracing methods were adapted by computer graph-
ics researchers to render impressive effects including multiple scat-
tering and non-homogeneous media [Kajiya and Herzen 1984; Max
1994; Jensen 2001]. However, such methods can take hours to ren-
der a single image. To speed up rendering, numerical methods that
only simulate single scattering have also been proposed [Pattanaik
and Mudur 1993; Nakamae et al. 1990; Sakas 1990; Rushmeier
and Torrance 1987]. However, they still require significant running
times, and are not suitable for interactive applications.



Hardware-accelerated numerical methods: A number of
recent hardware-accelerated techniques can significantly decrease
the running times of numerical simulations, although they are still
usually not fast enough for many interactive applications such as
games. Dobashi et al. [2002] describe a multi-pass rendering tech-
nique that numerically integrates the single scattering equations,
using graphics hardware to accumulate the results at a number of
planes in the scene, similar to volume rendering. Harris and Las-
tra [2001] render clouds by including a forward scattering term in
addition to single scattering. Note that their method is geared to-
ward the case when the viewer is far from the clouds, and they
apply a different and slower approach when the viewer and scene
are immersed inside the medium, as is the scenario in our work.

These methods are intended to apply to specific phenomena like
the sky or clouds [Dobashi et al. 2002; Riley et al. 2004; Harris
and Lastra 2001]. This allows them to make use of complex tabular
volume specifications, precomputed lighting solutions or multipass
rendering techniques to produce effects including inhomogeneous
media and simple heuristics for multiple scattering. They allow
for viewpoint, and in a few cases interactive lighting variation, but
usually fix the medium properties and scene specification.

In contrast, our technique, while focusing on homogeneous me-
dia and single scattering, can be encapsulated in a simple shader for
general scenes, and allows for real time variation of the viewpoint,
lighting, scattering properties of the medium, and even scene geom-
etry and reflectance. Another major benefit of our method is that it
addresses the effects of scattering on surface shading (figure 2c)
and complex lighting like environment maps. These effects are not
included in previous methods because they are difficult to numeri-
cally simulate efficiently, requiring an integration over all incident
scattered lighting directions at each surface point.
Analytically based methods: The diffusion approximation for
optically thick media was applied to subsurface scattering [Stam
1995; Jensen et al. 2001]. An analytic form for the single scattering
term was also derived by Hanrahan and Krueger [1993]. However,
the problem we are solving is very different from that of subsur-
face scattering, where the light sources and viewer are outside the
medium. In our case, both the sources and viewer are immersed
inside the medium. Also, unlike in the case of diffusion, we are
interested in strongly directional effects like glows around sources.

Analytic expressions for airlight with directional light sources,
based on the derivation by Koschmeider [1924], are used frequently
for rendering skies [Preetham et al. 1999; Hoffman and Preetham
2003; Narasimhan and Nayar 2002]. However, our focus is differ-
ent. We wish to derive an analytic model with “near-field” point
sources, which is a significantly more complex lighting situation as
compared to distant lighting (collimated beams).

Analytic expressions for the glows around point light sources
inside homogeneous media have also been derived [Max. 1986;
Biri et al. 2004; Narasimhan and Nayar 2003]. Therefore, those
methods could be used to render glows in real time. However, it
is not clear how to extend them to a complete real-time rendering
system that also considers the effects of airlight on surface shading,
or handles complex environment map lighting. Furthermore, their
derivations involve approximations that are not feasible in several
common rendering scenarios. For instance, the model derived by
Max [1986] does not take into account attenuation. Biri et al. [2004]
use a polynomial approximation to single scattering which results
in inaccurate glows along viewing directions near the source. The
multiple scattering model in [Narasimhan and Nayar 2003] is not
strictly valid when objects are present in the medium, especially
near the sources (as is generally true in most common scenes), or for
optically thin media. Further, the integration required for surface
radiance cannot be computed analytically or simulated numerically
at interactive rates.

3 The Airlight Model

In this section, we will derive an explicit model for the single scat-
tered radiance at a viewer, due to an isotropic point light source,
assuming that both the viewer and the source are immersed in a ho-
mogeneous scattering medium. Consider the scenario illustrated in

s,v, p Subscripts for Source, Viewer, surface Point
γ Angle between light source and viewing ray
Dsv Distance between source and viewer
Dvp Distance between viewer and closest surface point
Dsp Distance between source and surface point
Tsv Optical thickness between source, viewer (βDsv)
Tvp Optical thickness between viewer, surface point (βDvp)
Tsp Optical thickness between source, surface point (βDsp)
β Scattering coefficient of the participating medium
α Angle of scattering
x Distance along the ray from viewer (integration variable)
d Distance of single scattering from light source
I0 Radiant intensity of point light source
fr BRDF of surface

Figure 3: Notation used in our derivations.
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Figure 4: Diagram showing how light is scattered once and travels from a
point light source to the viewer.

figure 4 (the notations used are indicated in figure 3). The point
light source has a radiant intensity I0 and is at a distance Dsv from
the view point, making an angle γ with the viewing direction. The
radiance, L, is composed of the direct transmission, Ld , and the
single scattered radiance or airlight, La,

L = Ld +La. (1)

The direct term Ld simply attenuates the incident radiance from a
point source (I0/D2

sv) by an exponential corresponding to the dis-
tance between source and viewer, and the scattering coefficient2 β ,

Ld(γ,Dsv,β ) =
I0

D2
sv

e−βDsv ·δ (γ), (2)

where the delta function indicates that for direct transmission, we
receive radiance only from the direction of the source (no glows).

3.1 The Airlight Integral

We focus most of our attention on the airlight La. The standard ex-
pression [Nishita and Nakamae 1987] is given by an integral along
the viewing direction,

La(γ,Dsv,Dvp,β ) =
∫ Dvp

0
βk(α) ·

I0 · e
−βd

d2 · e−βxdx , (3)

where Dvp is the distance to the closest surface point along the
viewing ray or infinity if there are no objects in that direction, and
k(α) is the particle phase function. The exponential attenuation
corresponds to the total path length traveled, d +x. The two param-
eters d and angle α in the integrand depend on x. In particular, d is

2When there is light absorption in addition to scattering, β is called the
extinction coefficient and is given by the sum of the scattering and absorp-
tion coefficients. In this paper, we simply refer to β as the scattering coeffi-
cient, and it is straightforward to include absorption in our models.
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2 . The plot shows that the function is well-behaved and smooth and
can therefore be precomputed as a 2D table. As expected from the definition
in equation 10, the function decreases as u increases, and increases as v
increases. The maximum value in the plot above therefore occurs at (u =

0,v = π
2 ). Also note from equation 10, that for u = 0, there is no attenuation

so the function is linear in v.

given by the cosine rule as

d =
√

D2
sv + x2 −2xDsv cosγ. (4)

Let us now substitute equation 4 into equation 3. For now, we
also assume the phase function k(α) is isotropic and normalized
to 1/4π (our approach can also be generalized to arbitrary phase
functions—see appendix D on CDROM). In this case,

La(γ,Dsv,Dvp,β ) =
β I0

4π

∫ Dvp

0

e−β
√

D2
sv+x2−2xDsv cosγ

D2
sv + x2 −2xDsv cosγ

· e−βxdx .

(5)
We refer to this equation as the airlight single scattering integral
and next focus on simplifying it further to derive an explicit form.

3.2 Solution to the Airlight Integral

We take a hybrid approach to solve equation 5. The key result is
that this integral can be factorized into two expressions—(a) an an-
alytic expression that depends on the physical parameters of the
scene and (b) a two-dimensional numerically tabulated function that
is independent of the physical parameters. Essentially, this factor-
ization enables us to evaluate the integral in equation 5 analytically.
A high-level sketch of the derivation is given below and detailed
simplifications are included in appendix A.

STEP 1. Reducing the dimensions of the integral: Since
the integral in equation 5 depends on 4 parameters, our first step
is to apply a series of substitutions that reduce the dependency of
the integrand to only one parameter. For this, we first write the
expressions in terms of optical thicknesses T∗ = βD∗ and t = βx.
In most cases, this eliminates the separate dependence on both β
and the distance parameters, somewhat reducing the complexity,
and giving us a simpler intuition regarding the expression’s behav-
ior. Then, we combine the dependence on Tsv and γ by making the
substitution z = t −Tsv cosγ , to obtain

La(γ,Tsv,Tvp,β )=
β 2I0

4π
e−Tsv cosγ

∫ Tvp−Tsv cosγ

−Tsv cosγ

e−z−
√

z2+T 2
sv sin2 γ

T 2
sv sin2 γ + z2

dz.

(6)
Now, the integrand really depends on only one physical parameter
Tsv sinγ , beginning to make the computation tractable.

It is possible to further simplify equation 6, as described in ap-
pendix A. To encapsulate the dependence on the physical parame-
ters of the problem, we define the following two auxiliary expres-
sions, corresponding respectively to the normalization term outside
the integrand, and the single physical parameter in the integrand,
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Figure 6: Accuracy of the airlight model. The plots show the error (versus
numerically integrating equation 5) as a function of the resolution for the
2D tables for F(u,v). We report the fractional error, normalizing by the to-
tal airlight over the hemisphere. The error for each resolution is averaged
over 40000 parameter values of β , Dsv, Dvp and γ . Bilinear (red) and near-
est neighbor (green) interpolation is used to interpolate F(u,v) at non-grid
locations of the indices (u,v). The plots clearly indicate the high accuracy
of our compact formula, and that a 64× 64 table for F(u,v) suffices for a
maximum error of less than 2%.
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Figure 7: Comparison of the airlight model with a standard Monte Carlo
simulation that includes multiple scattering. The plots show the relative
RMS error between the two methods for the case of isotropic phase func-
tion. [Left] The low RMS errors show that our model is physically accurate
(less than 4% error) for optically thin media (Tsv ≤ 2). [Right] From this
plot, it is evident that multiple scattering becomes more important as op-
tical thickness increases. However, the actual errors grow slowly and are
still low for a wide range of optical thicknesses (Tsv < 10). It is also inter-
esting to note that for very high optical thicknesses (Tsv > 20), attenuation
dominates over scattering and once again the RMS errors decrease.

Tsv sinγ:

A0(Tsv,γ,β ) =
β 2I0e−Tsv cosγ

2πTsv sinγ
(7)

A1(Tsv,γ) = Tsv sinγ. (8)

It is then possible to derive, as shown in appendix A, that

La = A0(Tsv,γ,β )
∫ π

4 + 1
2 arctan

Tvp−Tsv cosγ
Tsv sinγ

γ/2
exp[−A1(Tsv,γ) tanξ ]dξ .

(9)
Although equation 9 might seem complicated, it is really in a

simplified form. We already have simple analytic expressions for
A0 and A1. Further, the function A1 is a numerical constant as far
as the integration is concerned.

STEP 2. Evaluating the integral using a special function:
To encapsulate the key concepts in the integrand of equation 9, we
define the special function,

F(u,v) =
∫ v

0
exp[−u tanξ ]dξ . (10)



Figure 8: The images show glows around three identical point light sources (street lamps) at different distances from the viewer. From left to right, we show
three different values of the scattering coefficient β (β = 0,0.01,0.04). Larger values of β correspond to larger optical thicknesses Tsv. We clearly see the
effect of greater glows for larger β . Also, the radiance from farther light sources is attenuated more in each individual image, resulting in smaller glows for
the farther lights. In the fourth (rightmost) image, we show a different view with β = 0.04, where all the light sources are approximately equidistant, with the
result that they have similar glows. (The shading on the surfaces is computed using the surface radiance model in section 4.)

Unfortunately, there exists no simple analytic expression for
F(u,v). However, the function is a well behaved 2D function as
shown in figure 5. Therefore, we can simply store it numerically
as a 2D table. This is really no different from defining functions
like sines and cosines in terms of lookup tables. In practice, we will
use texture mapping in graphics hardware to access this 2D table.
Note that F(u,v) is purely numerical (independent of the physical
parameters of the problem), and thus needs to be precomputed only
once.

Finally, we can obtain for La(γ,Tsv,Tvp,β ),

La = A0

[

F(A1,
π
4

+
1
2

arctan
Tvp −Tsv cosγ

Tsv sinγ
)−F(A1,

γ
2
)
]

, (11)

where we have omitted the parameters for La, A0 and A1 for brevity.
In the important special case of Tvp = ∞, corresponding to no

objects along the viewing ray, we get La(γ,Tsv,∞,β ) as

La = A0(Tsv,γ,β )
[

F(A1(Tsv,γ),
π
2

)−F(A1(Tsv,γ),
γ
2
)
]

. (12)

In summary, we have reduced the computation of a seemingly
complex single scattering integral in equation 5 into a com-
bination of an analytic function computation that depends on
the physical parameters of the problem and a lookup of a pre-
computed 2D smooth function that is independent of the phys-
ical parameters of the problem. In the rest of the paper, we will
demonstrate several extensions and applications of our model.

3.3 Accuracy of the Airlight Model

We first investigate the accuracy of our analytic model as compared
to numerically integrating equation 5. Figure 6 shows plots of the
mean error in La as a function of the resolution of the 2D numerical
table for the special function F(u,v). We use interpolation to eval-
uate F(u,v) at non-grid locations for the indices (u,v) (bilinear and
nearest neighbor interpolations are shown in figure 6). For each
resolution, the error computed is averaged over 40000 sets of pa-
rameter values for β , Dsv, Dvp, γ . The error bars in the figure show
the standard deviation of the errors. The plots indicate that even a
low resolution 64×64 table suffices to compute F(u,v) accurately,
with a maximum error of less than 2%. As expected, bilinear in-
terpolation performs better, but, for faster rendering, one can use
nearest neighbor interpolation with only a small loss in accuracy.

We also validate the accuracy of the single scattering assumption
in our airlight model. Figure 7 shows the relative RMS errors be-
tween glows around light sources computed using our model and a
standard volumetric Monte Carlo approach that takes into account
multiple scattering as well. The Monte Carlo simulation took ap-
proximately two hours to compute each glow, whereas our explicit
model runs in real-time. The comparison was conducted for optical
thicknesses over a wide range Tsv ∈ (0.25,25) and Tvp ∈ (0.5,50),
which covers almost all real situations. As expected, for optically
thin media (Tsv ≤ 2), our model is very accurate (less than 4% rela-
tive RMS error). Interestingly, even for greater optical thicknesses
(Tsv > 2), the error only increases slowly. Thus, our single scatter-
ing model may be used as a viable approximation for most common

real-time rendering scenarios, such as games.

3.4 Visual Effects of the Airlight Model

The dependence of the model on the viewing direction γ and the
distance of the source from the observer Dsv, predicts visual effects
like the glows around light sources and the fading of distant ob-
jects. As discussed above, these effects are physically accurate for
thin fog (low β and T ), and qualitatively reasonable in other cases.
In figure 8, we also see how these glows change as a function of
the medium properties (the scattering coefficient β ) and distance
to the sources. As β increases, we go from no glow (β = T = 0)
to a significant glow due to scattering. The differences in the 3
light sources should also be observed. The farther lights are attenu-
ated more, and we perceive this effect in the form of reduced glows
around more distant sources. The final (rightmost) image in figure 8
shows a different viewpoint, where the sources are at approximately
the same distance, and the glows therefore look the same.

4 The Surface Radiance Model

In this section, we discuss the effects of airlight on the outgoing
surface radiance. Consider the illustration in figure 9, where an
isotropic point light source s illuminates a surface point p. We will
calculate the reflected radiance at the surface. To get the actual ap-
pearance at the viewer, we need to attenuate by exp[−Tvp] as usual,
where Tvp is the optical thickness between viewer and surface point.

The reflected radiance Lp is the sum of contributions, Lp,d and
Lp,a, due to direct transmission from the source, and single scat-
tered airlight from the source respectively,

Lp = Lp,d +Lp,a. (13)

The direct transmission corresponds to the standard surface re-
flectance equation, only with an attenuation of exp[−Tsp] added be-
cause of the medium, where Tsp is the optical thickness between the
source and the surface point:

Lp,d =
I0e−Tsp

D2
sp

fr(θs,φs,θv,φv)cosθs, (14)

where fr is the BRDF, (θs,φs) is the direction to the source, and
therefore also the incident direction, and (θv,φv) is the viewing di-
rection. All angles are measured with respect to the surface normal,
in the local coordinate frame of the surface.

4.1 The Surface Radiance Integral

On the other hand, the single-scattered radiance Lp,a is more com-
plicated, involving an integral of the airlight (La from equation 12)
over all incident directions,

Lp,a =
∫

Ω2π

La(γ ′(θs,ωi),Tsp,∞,β ) fr(θi,φi,θv,φv)cosθi dωi . (15)
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Figure 9: Diagram showing how light travels from a point light source to
a surface point and gets reflected towards the viewer by the surface point.

Consider the parameters of La in the integrand of the above equa-
tion. The angle γ ′ in this case is the angle3 between the incident di-
rection ωi and the source direction (θs,φs). Note that for isotropic
BRDFs, we can always rotate the coordinate system so φs = 0, al-
lowing us to write γ ′(θs,ωi). Finally, La also depends on the optical
thickness between the source and the surface point Tsp (instead of
between source and viewer in equation 12).

We refer to equation 15 as the surface radiance single scatter-
ing integral, analogous to the airlight single scattering integral in
equation 5, and next focus on deriving an explicit compact form.

4.2 Solution to the Surface Radiance Integral for
Lambertian and Phong BRDFs

First consider the Lambertian case, so the BRDF is a constant kd .
The integral will then depend only on the parameters of La, i.e. γ ′,
Tsp and β . Of these, the dependency on β is primarily a normal-
ization factor and does not affect the integrand. The angle γ ′ is a
function of the source direction θs, and the integration variable ωi.
Hence, the integrand depends on only two physical variables, Tsp
and θs. Thus, as in the previous section, we can define a special
two-dimensional numerical function G0(Tsp,θs).

For the Phong BRDF, we employ the reparameterization method
in [Ramamoorthi and Hanrahan 2002], measuring angles from the
reflection of the viewing direction about the surface normal, rather
than the surface normal itself. To indicate this, we denote by θ ′

s
the angle the source makes with respect to this reflected direction.
Upon making this transformation, it can be shown that the Phong
BRDF is mathematically analogous to the Lambertian case. To al-
low for the Phong exponent n, we define the 2D function Gn instead
of G0. These functions are well-defined and smooth as shown by
the plots in figure 10. The details of these calculations are in ap-
pendix B, and the formula for Gn is

Gn(Tsp,θ ′
s) =

∫

Ω2π

e−Tsp cosγ ′

sinγ ′
[

F(A1,
π
2

)−F(A1,
γ ′

2
)
]

cosn θi dωi,

(16)
where γ ′ and A1(Tsp,γ ′) are functions of θ ′

s and ωi, i.e. γ ′(θ ′
s,ωi).

The final shading formula, considering both direct transmission
and single scattering is then given by (derivation in appendix B):

Lp = I0kd

[ e−Tsp

D2
sp

cosθs +β 2 G0(Tsp,θs)

2πTsp

]

+ (17)

I0ks

[ e−Tsp

D2
sp

cosn θ ′
s +β 2 Gn(Tsp,θ ′

s)

2πTsp

]

. (18)

As in the airlight model derviation, we have reduced the computa-
tion of surface radiance due to single scattering to a few analytic
function evaluations and a few 2D table lookups.

3We use the prime on γ ′ to make a technical distinction from the angle
γ between the source and viewer used in the previous section. An explicit
trigonometric formula for γ ′ is given in appendix B.
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Figure 10: 3D plots of functions G0 and Gn for n = 20 in the range of
0 ≤ Tsp ≤ 10 and 0 ≤ θs ≤ π

2 . The plots show that both functions are well-
defined and smooth and can therefore be precomputed as 2D tables. The
functions reach their peak values for θs = Tsp = 0, decaying with increases
in both parameters. The decay is faster for the peakier G20 on the right.

(a) (b) (c)

Figure 11: Influence of scattering on Lambertian surface radiance. In the
foggy image (b), created using our surface radiance model, we see a dim-
ming due to attenuation and diffusing of shading (note the brightening of
darker areas compared to the clear day image in (a)). These effects are per-
haps more apparent in (c), where we also include airlight from the source.

(a) (b) (c)

Figure 12: Influence of scattering on specular surface radiance (top row
has Phong exponent 10, bottom has Phong exponent 20). In the foggy im-
ages (b), we see a dimming and diffusing of the specular highlight compared
to the clear-day image in (a). Note also the overall loss in color saturation
and contrast, especially in (c). These are important visual effects, usually
missing in previous interactive techniques.

4.3 Visual Effects of the Surface Radiance Model

To illustrate the different qualitative effects we see on surfaces due
to scattering, we rendered spheres with Lambertian (figure 11) and
Phong BRDFs (figure 12) using our model above. The columns
are from left to right (a) no scattering, (b) the effects of scattering
on surface shading, and (c) combining this with the airlight effects
directly from the source. For the Lambertian sphere in figure 11,
we see a dimming due to attenuation of light through the scattering
medium, and the diffusing of shading leading to a brightening of
darker shadow regions. In the specular case, we see a dimming and
diffusing out of the specular highlight due to scattering, combined
with an overall reduction in color saturation and contrast. These
are important qualitative shading effects that add to the realism of
scene appearance in scattering media.



frag2app fmain(
float4 objPos : TEXCOORD3, // 2D texture coords
...
uniform samplerRECT F, // 2D special functions
uniform samplerRECT G0,
uniform samplerRECT Gn)

{

frag2app OUT; // output radiance
// Set up and calculate Tsv, γ , Dsv, Tvp, θs and θ ′

s

/********** Compute La from equation 11 ******/
A0 = (β ∗ I0 ∗ exp[−Tsv ∗ cosγ])/(2π ∗Dsv ∗ sinγ); // equation 7
A1 = Tsv ∗ sinγ; // equation 8
v = π/4+(1/2)arctan [(Tvp −Tsv ∗ cosγ)/(Tsv ∗ sinγ)];

// v is one of texture coords
f1 = texRECT (F, f loat2(A1,v)); // 2D texture lookup
f2 = texRECT (F, f loat2(A1,γ/2));
airlight = A0 ∗ ( f1 − f2); // equation 11

/********** Diffuse surface radiance from equation 17 ******/
d1 = kd ∗ exp[−Tsp]∗ cosθs ∗ I0/(Dsp ∗Dsp);
d2 = (kd ∗ I0 ∗β ∗β )/(2π ∗Tsp)∗ texRECT (G0, f loat2(Tsp,θs));
di f f use = d1 +d2;

/********** Specular surface radiance from equation 18 ******/
s1 = ks ∗ exp[−Tsp]∗ cosn θ ′

s ∗ I0/(Dsp ∗Dsp);
s2 = (ks ∗ I0 ∗β ∗β )/(2π ∗Tsp)∗ texRECT (Gn, f loat2(Tsp,θ ′

s));
specular = s1 + s2;

/********** Final Color (equation 19) ******/
OUT.color = airlight +(di f f use+ specular)∗ exp[−Tvp];
return OUT ;

}

Figure 13: Pseudocode for the Cg fragment shader that implements our
combined model for airlight and surface radiance.

5 The Complete Model and its Hardware
Implementation

While the mathematical derivations in the previous two sections
are somewhat involved, the actual implementation is straightfor-
ward. Our model provides an explicit form that can be easily imple-
mented in modern programmable graphics hardware. This requires
minimal changes to both the original rendering code and scene de-
scription, and can therefore be easily integrated into other existing
real-time rendering methods. Indeed, the user need only specify the
coefficient β of the medium, as in standard OpenGL fog, and use
the shader corresponding to our model (pseudocode is in figure 13).

To compute the final appearance, we sum up the attenuated re-
flected radiance from the surface and the airlight from the source,

L = e−Tvp Lp +La. (19)

La is the airlight and is given by equation 11. Lp is the exitant ra-
diance at the surface and is given by equations 17 and 18. We only
need to compute a few simple analytic terms and do 4 texture
lookups for each vertex or pixel, two for special function F, and
one each for G0 and Gn (these texture lookups correspond to the
texRECT function call in the pseudocode of figure 13). Clearly,
these computations can be done by modern programable graphics
cards interactively in a single rendering pass.

In practice, we implement the model using Cg in the fragment
shader of an NVidia Geforce 6800 graphics card. The special func-
tions F , G0 and Gn are precomputed and tabulated as 64×64 float-
ing point textures. Since these textures are precomputed only once,
we minimize frequent data transfer between the graphics card and
main memory.

The rendering speed depends on a variety of variables, and ren-
dering time is linear in the number of light sources. As shown in
the video, we are able to achieve real-time rates even for fairly

complex scenes with several light sources. As an example, we
rendered the scene shown in figure 1, with 39,999 vertices and
66,454 triangles. We simulated the scattering effects from 4 light
sources and achieved about 20 fps using the graphics hardware
mentioned above. The model for the scene was obtained from
http://hdri.cgtechniques.com.

6 Complex BRDFs and Lighting
So far, we have considered arbitrarily located point lights, and sim-
ple Lambertian and Phong BRDFs, showing how an explicit expres-
sion can be derived and implemented. Rendering time is linear in
the number of lights. In this section, we show how these ideas can
be extended to efficiently handle complex BRDFs and environment
map lighting using convolution, if we are willing to make particular
simplifying assumptions. We first introduce the notion of a point-
spread function (PSF) for the radiance or glow from a point source
due to single scattering. This is similar in spirit to the PSFs derived
by Narasimhan and Nayar [2003] and Premoze et al. [2004] in the
context of multiple scattering for offline rendering. We will then
discuss a number of applications including

• Rendering arbitrary BRDFs with point light sources, by con-
volving the BRDF with this PSF, as shown in figure 14. This
approach can be used if we are willing to precompute a tab-
ular BRDF representation, instead of using a simple explicit
formula, as for Lambertian and Phong BRDFs.

• Convolving an environment map with the PSF to efficiently
handle very complex lighting (with possibly thousands of
lights, corresponding to the pixels of an environment map).
This convolution is possible if we assume that all light sources
are equally far away, as in a distant environment map. This
enables us to obtain the characteristic glows and blurriness
around light sources on foggy days, as shown in figure 15.

• Integrating volumetric scattering into precomputed radiance
transfer methods that include complex lighting, realistic ma-
terials, cast shadows and interreflections (figure 16). The idea
of convolving with the point-spread function can be applied to
almost any technique that uses environment maps, enabling
environment mapping and precomputed radiance transfer to
be used in participating media for the first time.

Throughout the section, we apply the signal-processing results of
Ramamoorthi and Hanrahan [2001] and Basri and Jacobs [2003] to
efficiently compute the convolutions in the frequency domain using
spherical harmonics.

6.1 Airlight Point Spread Function (PSF)

In section 3, we determined the radiance La(γ,Dsv,Dvp,β ) from a
point source reaching a viewer, due to single scattering. If we fix
the distance to the source Dsv, the integrating distance Dvp, and
the scattering coefficient β of the medium, the radiance becomes a
function only of the angle γ . We normalize this function by I0/D2

sv
to account for the intensity of the source, and define the PSF as

PSF(γ)Dsv,Dvp,β =
D2

svL(γ,Dsv,Dvp,β )

I0
. (20)

Since the PSF is mostly applied for surface shading, we will gener-
ally set Dvp = ∞, as in section 4.

6.2 Empirical PSF factorization for Speedup

The PSF defined above still depends on the parameters of the
medium such as the coefficient β . So, changing these parameters
changes the PSF and requires us to redo any convolutions. How-
ever, we have observed empirically that the PSF above can be fac-
tored into a purely angular component that is independent of
the medium parameters and an amplitude component that de-
pends on the medium parameters. This factorization enables us



Figure 14: [Left] A teapot rendered using the measured blue metallic
BRDF. [Right] The teapot as it appears in a scattering medium. The bright-
ening of darker regions, and softening of shading, is clearly visible.

to change the medium parameters interactively without having
to re-compute the PSF or redo any convolutions. Specifically,

NPSF(γ) =
F(sinγ, π

2 )−F(sinγ, γ
2 )

2π sinγ · e(cosγ−1)
(21)

PSF(γ)Dsv,∞,β = Tsve−Tsv ·NPSF(γ), (22)

where NPSF has only angular dependence, independent of other
physical parameters. In appendix C, we derive and validate this
approximation, showing plots that indicate there is little noticeable
numerical error.

6.3 Rendering with arbitrary BRDFs

We can use convolution with the PSF to render with arbitrary tab-
ulated BRDFs, such as measured reflectance. For each outgoing
direction, we tabulate the BRDF as a function over the sphere of
incident directions. A new effective BRDF can be obtained for that
outgoing direction by convolving this function with the PSF.

Mathematically, we first write the (isotropic) BRDF in terms of
spherical harmonic coefficients for each outgoing angle as

ρorig(θi,θo,φ) = ∑
l,m

ρorig
lm

(θo)Ylm(θi,φ), (23)

where ρorig
lm

are the coefficients, and Ylm is the spherical harmonic.
To perform the convolution [Ramamoorthi and Hanrahan 2001], we
multiply the coefficients ρorig

lm
of the original BRDF by the corre-

sponding coefficients of the point-spread function4 PSFl ,

ρeff
lm (θo) =

√

4π
2l +1

PSFlρ
orig
lm

(θo). (24)

Then, we can use the effective BRDF to compute the reflected ra-
diance due to airlight, and the original BRDF for the reflected ra-
diance due to direct transmission. Thus, standard rendering algo-
rithms can be executed with only slight modification and at virtually
no additional cost. Note however, that while our previous formu-
lae for Lambertian and Phong models required no precomputations,
the convolution approach requires precomputation of the spherical
harmonic coefficients for a collection of outgoing angles.

Figure 14 shows images rendered with the Blue metallic BRDF
measured by Matusik et al. [2003]. In the left image, we simply
render a tabular description of the BRDF without scattering. In the
right image, we use the formula above to compute a new effective
tabulated BRDF, including the effects of airlight. The brightening
of darker regions owing to scattering is clearly visible on the right.

6.4 Rendering with Environment Maps

Our point spread function can be applied directly to environment
maps, with the effects of scattering obtained by convolving the en-
vironment map with the PSF. To use a single PSF for all sources,
we must assume that the lighting is made of small equidistant light

4Since the PSF is radially symmetric, depending only on γ , only spheri-
cal harmonic coefficients with m = 0 are nonzero.

Figure 15: [Top] Grace cathedral environment map with no scattering.
[Middle] The environment map is convolved with the airlight single scatter-
ing PSF to create a foggy/misty appearance. Notice the glows around the
light sources, the blurring of the sources and the brightening of dark areas.
[Bottom] A scene illuminated by the environment map without scattering
(left) and with scattering (right). Notice the spreading of the highlights and
brightening of the spheres due to scattering.

sources (fixed Dsv). This is a good approximation when the size of
the objects is small compared to the distance to the environment5.

We first consider simply looking at the environment, where we
would like to see the glows around the bright light sources, to create
the effects of foggy or misty appearance. To achieve this effect, we
simply need to convolve the environment map with the PSF,

Lconvolved
lm =

√

4π
2l +1

PSFlL
original
lm

. (25)

Furthermore, similar to equation 1, we can simply use a combi-
nation of the original attenuated environment map Lattenuated (for
direct transmission, and corresponds to Ld in equation 1) and the
convolved version Lconvolved above (for airlight, and corresponds to
La in equation 1) to compute the surface shading,

L f inal = Lattenuated +Lconvolved (26)

Lattenuated = Loriginale−Tsv . (27)

Figure 15 shows results obtained by convolving the Grace Cathe-
dral environment map [Debevec 1998] with the single scattering
PSF. The blurring of light sources and the overall increase in bright-
ness in dark regions can be immediately seen. Below that, we com-
pare the appearances of spheres rendered illuminated by this envi-
ronment map with and without scattering. Notice the spreading of
highlights and the brightening of the objects.

5Note that while this assumption is similar to standard environment map-
ping, our PSF requires us to specify a finite (but possibly large) Dsv.



Figure 16: [Left] A scene rendered using precomputed radiance transport, to capture the complex shadows and specular surface BRDFs. [Middle] The same
scene rendered as though it was immersed in a scattering medium, with the observer close to the object. Notice the blurring and fogging of the environment
in the background. In the insets, we see a number of shading changes, such as the brightening of dark regions in the face because of the scattering of light,
the attenuation due to dimming and diffusing of specular highlights on the base, and the softening of shadows on the plane. [Right] The same scene including
effects of airlight between viewer and object (as if the viewer were far away, seeing the Buddha through fog). Note the loss in contrast and saturation.

6.5 Precomputed Radiance Transfer

The traditional environment map rendering techniques do not take
shadows or interreflections into account. Precomputed radiance
transport methods [Sloan et al. 2002] compute the visibility in an
off-line manner, followed by interactive rendering. To add partici-
pating media, we only need to convolve the lighting (environment
map) with our PSF and use the result as input to the existing pre-
computed radiance transfer techniques. To demonstrate this, we
used the technique of [Wang et al. 2004; Liu et al. 2004], which
handles non-diffuse objects under all-frequency environment illu-
mination using a separable BRDF approximation.

We show the result of the Happy Buddha model rendered with
the Ashikhmin-Shirley BRDF [2000] in figure 16. The left image is
the standard result with no scattering. In the middle image, we show
a view of the Buddha, where we include the effect of airlight from
the environment on surface appearance, but there is no attenuation
or scattering between the viewer and object itself (as if the observer
were very close to the Buddha). We clearly see the foggy appear-
ance of the background and the glows or airlight due to the light
sources. On the face of the Buddha, we see a brightening of darker
regions, along with a dimming and diffusing of specular highlights.
A similar effect is seen on the base, where the dimming and diffus-
ing of highlights reduces saturation and contrast. Finally, the shad-
ows on the plane are blurred out, with a considerable softening and
loss of detail. In the right image, there is also scattering or airlight
between the object and the viewer (as if the observer were far away
and seeing the Buddha through fog). This leads to a further loss
of detail and contrast, so that the original glossy appearance of the
object is essentially lost.

7 Conclusions and Future Work

We have presented a simple method to add the effects of participat-
ing media to interactive applications. Our approach can be easily
implemented in programmable graphics hardware and leads to a
number of new effects in the real-time domain, such as interactive
rendering with glows around light sources, the effects of scatter-
ing on surface shading, environment maps, and precomputed light
transport. The key insight is a new analytic model for integrating
the light transport equations assuming single scattering, which can
also be extended to predict the impact of scattering or airlight on

the inherent appearance of surfaces.
More broadly, this paper indicates the power of using explicit

formulae to simulate difficult effects like volumetric scattering,
speeding up such a process by many orders of magnitude. We
do sacrifice some generality, considering only isotropic point light
sources, single scattering, homogeneous media, and excluding most
cast and volumetric shadowing, but believe this is a worthwhile
tradeoff to enable a simple technique that achieves real-time rates.

Future work can follow many avenues. For instance, we can
attempt to extend our theoretical model to consider non-isotropic
light sources (like spotlights) and inhomogeneous media. Our pre-
liminary work in this area indicates that some of these generaliza-
tions, while relatively simple in standard surface calculations, are
rather non-trivial for volumetric media. However, we believe that
many common cases can be addressed by extensions of the basic
methods proposed in this paper. In general, we believe that analytic
models of difficult to simulate volumetric phenomena are critical to
achieving efficient renderings for real-time applications.
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Appendix A:Solution to Airlight Integral We start the derivation
from equation 5.

La =
β I0

4π

∫ Dvp

0

e−β
√

D2
sv+x2−2xDsv cosγ

D2
sv + x2 −2xDsv cosγ

· e−βxdx (28)
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Figure 17: [Left] Plot of PSF(γ)Dsv ,∞,β normalized by Tsve−Tsv for different optical

thicknesses Tsv ranging from 0.1 to 3.1. After normalization, the PSF depends onγ and

is largely independent of Tsv. This implies that we can factor it into a purely angular

component and an amplitude component depending on Tsv. [Right] The average and

standard deviation of the absolute error of the empirical PSF. While the error increases

for smaller angles γ , it remains well below 0.05.

——>substitute T∗ = βD∗ and t = βx

=
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4π

∫ Tvp

0

e−
√

T 2
sv+t2−2tTsv cosγ

T 2
sv + t2 −2tTsv cosγ

· e−t dt (29)

——>substitute z = t −Tsv cosγ
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——>substitute z = Tsv sinγ tanη
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2

=
β 2I0e−Tsv cosγ
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Tsv sinγ

γ/2
exp[−Tsv sinγ tanξ ]dξ , (32)

from which we obtain equation 9.

Appendix B: Formula for Lambertian and Phong BRDFs
Here, we derive the expression for Lambertian and Phong BRDFs. We
first consider the Lambertian BRDF, beginning with equation 15, Note
that in the derivation below, γ ′ is given from trigonometry by γ ′(θs,ωi) =
cosθi cosθs + sinθi sinθs cosφi.

Lp,a =
∫

Ω2π

La(γ ′(θs,ωi),Tsp,∞,β ) fr(θi,φi,θv,φv)cosθi dωi (33)

——>substitute equation 12 for La and a constant kd for fr

=
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Ω2π
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[

F(A1(Tsp,γ ′),
π
2

)−F(A1(Tsp,γ ′),
γ ′

2
)
]

kd cosθi dωi(34)

——>substitute equation 7 for A0 and take constants out of integration

=
β 2I0kd

2πTsp
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Ω2π
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sinγ ′
[

F(A1(Tsp,γ ′),
π
2

)−F(A1(Tsp,γ ′),
γ ′

2
)
]

cosθi dωi

=
β 2I0kd

2πTsp
G0(Tsp,θs). (35)

For the Phong BRDF after reparameterization, instead of kd cosθi, we will
obtain ks cosn θi, where n is the Phong exponent. This can be handled ex-
actly as above, simply replacing G0 with Gn.

Appendix C:Empirical PSF factorization The empirical PSF
factorization is inspired by the observation that after being normalized by
Tsve−T sv, the PSF becomes essentially independent of the medium physical
parameters (optical thickness) and largely depends on angle γ as shown in
figure 17 (left). This implies we can factor the PSF into a purely angular
component and an amplitude component that depends on the medium pa-
rameters. We define the angular component NPSF(γ) as the PSF(γ)Tsv=1

normalized by Tsve−Tsv and define the amplitude component as the normal-
ization factor Tsve−Tsv . Then, the PSF can be expressed using these two
terms as in equation 22. The absolute approximation error is plotted in fig-
ure 17 (right) for 11 different optical thickness ranging from 0.1 to 3.1.



Acquiring Scattering Properties of Participating Media by Dilution
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(a) Acquired photographs (b) Rendering at low concentrations (c) Rendering at natural concentrations

Figure 1: (a) Photographs of our simple setup consisting of a glass tank and a bulb, filled with diluted participating media (from top, MERLOT, CHARDON-
NAY, YUENGLING beer and milk). The colors of the bulb and the glow around it illustrate the scattering and absorption properties in these media. At low
concentrations, single scattering of light is dominant while multiple scattering of light is negligible. From a single HDR photograph, we robustly estimate all
the scattering properties of the medium. Once these properties are estimated, a standard volumetric Monte Carlo technique can be used to create renderings at
any concentration and with multiple scattering, as shown in (b) and (c). While the colors are only slightly visible in the diluted setting in (b), notice the bright
colors of the liquids - deep red and golden-yellow wines, soft white milk, and orange-red beer - in their natural concentrations. Notice, also the differences in
the caustics and the strong interreflections of milk onto other liquids.

Abstract
The visual world around us displays a rich set of volumetric ef-
fects due to participating media. The appearance of these media
is governed by several physical properties such as particle densi-
ties, shapes and sizes, which must be input (directly or indirectly)
to a rendering algorithm to generate realistic images. While there
has been significant progress in developing rendering techniques
(for instance, volumetric Monte Carlo methods and analytic ap-
proximations), there are very few methods that measure or estimate
these properties for media that are of relevance to computer graph-
ics. In this paper, we present a simple device and technique for
robustly estimating the properties of a broad class of participating
media that can be either (a) diluted in water such as juices, bever-
ages, paints and cleaning supplies, or (b) dissolved in water such as
powders and sugar/salt crystals, or (c) suspended in water such as

∗e-mail:srinivas@cs.cmu.edu

impurities. The key idea is to dilute the concentrations of the me-
dia so that single scattering effects dominate and multiple scatter-
ing becomes negligible, leading to a simple and robust estimation
algorithm. Furthermore, unlike previous approaches that require
complicated or separate measurement setups for different types or
properties of media, our method and setup can be used to measure
media with a complete range of absorption and scattering proper-
ties from a single HDR photograph. Once the parameters of the
diluted medium are estimated, a volumetric Monte Carlo technique
may be used to create renderings of any medium concentration and
with multiple scattering. We have measured the scattering param-
eters of forty commonly found materials, that can be immediately
used by the computer graphics community. We can also create re-
alistic images of combinations or mixtures of the original measured
materials, thus giving the user a wide flexibility in making realistic
images of participating media.

1 Introduction
Very often in our daily lives, we see participating media such as
fluids (juices, beverages, milks) and underwater impurities (natu-
ral ocean, river and lake waters). The propagation of light through
these media results in a broad range of effects, including softer ap-
pearance of milk, coloring of wines and juices, the transformation
of appearances when liquids are mixed (coffee with milk, and cock-
tails), the brilliant caustics from glasses containing these liquids,
and low visibility in underwater situations. These effects inher-
ently depend on several physical properties of the media such as



scattering nature, sizes, shapes, and densities of particles [Hulst
1957; Chandrasekhar 1960]. Rendering these effects accurately is
critical to achieving photo-realism in computer graphics.

In the past few years, there has been a considerable effort to-
wards developing efficient and accurate rendering algorithms for
participating media, based on Monte Carlo simulation and analytic
approximations. All these algorithms and models contain parame-
ters (scattering coefficient, absorption coefficient, phase function)
that directly or indirectly represent the physical properties of the
medium. In order to faithfully render the effects of any participat-
ing medium, the right parameters must be input. Given the progress
in developing rendering algorithms, the quality of images is now
often limited by the quality of these input parameters. Since there
has so far been relatively little work in measuring or estimating
scattering properties of media relevant to computer graphics, the
parameters are currently often set in an ad-hoc manner.

This situation is similar in some ways to that of standard surface
rendering. In that case, global illumination algorithms have pro-
gressed to the point of creating almost photo-realistic images, leav-
ing the realism limited by the quality of the reflectance models, and
leading to much recent effort on measuring BRDFs. [Marschner
1998; Dana et al. 1997; Matusik et al. 2003]. However, exist-
ing methods for directly measuring physical properties for media
usually require very expensive equipment, such as the particle siz-
ing apparatus used in colloidal chemistry [Finsy and Joosten 1991;
Jaeger et al. 1991], resulting in little usable data for graphics.

Earlier efforts to estimate scattering properties from images of
media have often yielded ill-conditioned and non-unique results,
because of the difficulties of solving the inverse light transport
problem. The reasoning for the ill-conditioning of the inverse prob-
lem is mainly due to multiple scattering, which blurs the incident
light field and results in significant loss of information [McCormick
1981; McCormick 1985; Antyufeev 2000]. This is analogous to the
ill-conditioning of BRDF estimation under complex illumination
[Ramamoorthi and Hanrahan 2001]. In this paper, we take a com-
pletely different approach. The key idea is to estimate properties
of media by acquiring the data in a state where multiple scatter-
ing effects are negligible. Instead, the data is acquired when single
scattering (which does not degrade the incident light significantly)
is the dominant effect. This is achieved by diluting the material to
low concentrations.

We present a simple and inexpensive experimental setup, along
with a robust and accurate technique for measuring the scattering
properties of a broad class of participating media that can be either
(a) diluted in water such as juices, beverages, paints and clean-
ing supplies, or (b) suspended in natural waters such as impurities
and organisms, or even (c) dissolved in water such as powders and
sugar or salt crystals. These media collectively have a wide range
of scattering and absorption properties. We first derive a simple
image formation model for single scattering of light in our setup.
Through extensive simulations of both our model and ground truth
(with multiple scattering), we then determine the space of concen-
trations and scattering properties of media for which single scat-
tering is dominant. Within this regime of valid concentrations, we
conduct simulations to demonstrate that our estimation technique
uniquely solves the inverse single scattering light transport prob-
lem. Finally, we present a simple experimental procedure to deter-
mine the best concentration (dilution) for any material despite no
prior knowledge of its scattering properties.

We have used our approach to create a dataset of scattering pa-
rameters for forty commonly found materials, which can be di-
rectly used for computer graphics rendering. Once the scattering
parameters have been estimated, they can be used to render realis-
tic images of arbitrary concentrations of the material with multiple
scattering, using a standard physically based volumetric rendering
algorithm. Figure 1 shows two renderings of a scene with four

Medium Property Notation
Concentration or Volume Fraction C
Scattering Coefficient (mm−1) β
Absorption Coefficient (mm−1) κ
Extinction Coefficient (mm−1) σ = β +κ
Single Scattering Albedo ω = β/σ
Scattering Angle θ
Henyey-Greenstein (H-G) Parameter g

H-G Phase Function P(g,θ ) = 1
4π

1−g2

(1+g2−2gcosθ )3/2

Figure 2: The different scattering properties of a participating medium
and their notations used in this paper. Light transport equations are usu-
ally written in terms of three parameters σ , β and g. We estimate these
parameters for participating media based on single scattering.

liquids in their natural high density states and their diluted states.
The scattering parameters of each material were computed using a
single HDR photograph of our setup. Notice the bright saturated
colors obtained despite the murky appearance of the diluted states.
We can also create realistic images of mixtures of the original mea-
sured materials, thus giving the user a wide flexibility in creating
realistic images of participating media.

2 Related Work
Figure 2 shows the most common properties of participating me-
dia including the scattering and absorption coefficients, and the
phase function (angular scattering distribution represented by the
Henyey-Greenstein (H-G) model [Henyey and Greenstein 1941]).
The scattering and absorption coefficients are proportional to the
concentration or volume fraction of the particulate medium. We
will briefly review some of the representative works on the direct
measurement and indirect estimation of these parameters.

Estimation based on analytic approximations to light
transport. Surprisingly, little work has been done in computer
graphics on the measurement of scattering properties of media. A
recent work is that of [Jensen et al. 2001], on the diffusion model
for subsurface scattering. They present a measurement of a num-
ber of translucent materials. However, the diffusion approxima-
tion assumes multiple scattering for optically dense media, so that
only a limited amount of information on the scattering parameters
can be estimated. For instance, this approximation is independent
of the phase function of the medium, and therefore this impor-
tant property cannot be estimated. Furthermore, the diffusion is
a poor approximation when scattering is comparable to absorption
[Prahl 1988]. The analytic multiple scattering model presented in
[Narasimhan and Nayar 2003] has also been used to estimate prop-
erties of only purely scattering media (visibility and type of weather
such as fog and mist). Our focus is somewhat different in consider-
ing fluids like juices or beverages, instead of subsurface scattering
in translucent solids like marble and skin, or weather conditions
such as fog. Nevertheless, our approach is valid for media with the
entire range of absorbing and scattering properties, significantly ex-
tending the class of measurable media for graphics.

Most recently, Hawkins et. al., [2005] measure the extinction
coefficient of optically thin smoke from the exponential attenua-
tion of a laser beam in a tank. They also use a separate mirror
setup to directly measure the phase function (see below). In con-
trast, our setup uses divergent beams from a simple bulb to include
more light in the volume (than a single laser beam) for robust mea-
surements, and requires only a single photograph to measure all
scattering properties shown in Figure 2.

Numerical solution to inverse light transport: In cases
where there are no analytic solutions to light transport, several
works have taken a numerical approach to estimate scattering prop-
erties [McCormick 1996; Antyufeev 2000]. However, it is widely



known, that inverse problems in radiative transfer that take into ac-
count multiple scattering are ill-conditioned and require regulariz-
ing assumptions to obtain reliable estimates. See the reports and
critiques by McCormick et al [1981; 1985]. Furthermore, the com-
putational complexity of such inverse estimation techniques make
it hard for measuring large sets of media for computer graphics
or vision applications. Our focus here is on estimating scattering
properties of media that can be measured in a state where multiple
scattering is negligible.

The observation that single scattering is dominant for optically
thin media has been made by [Hawkins et al. 2005; Sun et al. 2005].
We exploit this observation and apply the single scattering model
for the first time to a large class of materials which exhibit signifi-
cant multiple scattering in their natural states of existence. We also
determine the exact range of optical thicknesses for which single
scattering is dominant for media with arbitrary scattering proper-
ties, and propose an experimental procedure to ensure the domi-
nance of single scattering in real data.

Goniophotometry is often used to directly measure the phase
function. Here, several detectors measure radiance in different
directions after being scattered by a very small volume of the
medium. [Fuchs and Jaffe 2002] use thin laser light sheet mi-
croscopy for detecting and localizing microorganisms in ocean wa-
ters. [Boss and Pegau 2001; Oishi 1990] investigate the relation-
ship of light scattering at a single angle and the extinction coef-
ficient using specialized receivers and transmitters. However, all
these techniques assume that there is no attenuation of light through
the sample and require expensive devices with precise alignment of
detectors and transmitters. In contrast, our setup is extremely sim-
ple (consisting of a glass tank and an off the shelf bulb), and our
technique robustly estimates all properties from only a single pho-
tograph, thus making it inexpensive and easy to measure a large
number of participating media.

3 Single Scattering in Dilute Media
Our approach is to measure media in a state where single scattering
is dominant and multiple scattering is negligible. This is achieved
by diluting the otherwise optically thick media, such as fluids, in
water. The process of dilution does not usually corrupt the inher-
ent scattering properties of media1 since the scattering and absorp-
tion of pure water itself is negligible for very small distances (less
than 50 cm) [Sullivan 1963]. We begin by presenting our acquisi-
tion setup and an image formation model for single scattered light
transport within the measurement volume. We will then present
extensive simulations of this model and compare with traditional
Monte-Carlo approaches that include multiple scattering, to derive
a valid space of scattering parameters over which single scattering
is dominant. Based on this simulation, we design a simple experi-
mental procedure to choose the best concentration for any particu-
lar medium. Later, we will describe our algorithm to estimate the
scattering parameters using our image formation model.

3.1 Acquisition Setup
The measurement apparatus, shown in Figure 3, consists of a
25 × 30 × 30 cm3 tank that is filled with the diluted scattering
medium. The depth of the tank is large enough to ensure the scat-
tering angles are adequately covered (0 to 175 degrees). The vol-
ume of the tank is designed to be large enough to dilute concen-
trated media such as milk. Two sides of the tank are constructed
using anti-reflection glass and the other sides using diffuse black
coated acrylic. A small frosted (diffuse) glass bulb fixed to a side

1When crystals are dissolved in water, they may exhibit different scat-
tering properties due to ionization.

Frosted Bulb

Anti-reflection glass

Figure 3: Two views of the apparatus used to measure scattering proper-
ties of water-soluble media. A glass tank with rectangular cross-section is
fitted with a small light bulb. The glass is anti-reflection coated. Different
volumes of participating media are diluted with water in the tank, to simu-
late different concentrations. A camera views the front face of the tank at
normal incidence to avoid refractions at the medium-glass-air boundaries.
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Figure 4: A volume filled with a homogeneous participating medium and
illuminated by an isotropic point light source. A camera views the front face
of the volume at normal incidence. The path of one single-scattered ray as it
travels from the source to the camera is shown. This ray is first attenuated
in intensity over a distance d, is then scattered at an angle π − θ , and
finally, is attenuated again over a distance z, before reaching the camera.
The irradiances due to all the rays that scatter into a viewing direction must
be integrated to obtain the final camera irradiance.

of the tank illuminates the medium. A Canon EOS-20D 12-bit
3504x2336 pixel digital camera with a zoom lens is placed five
meters away from the tank and observes a face of the tank at nor-
mal incidence. The field of view occupied by the tank in the im-
age is three degrees and is therefore approximately orthographic.
Orthographic projection avoids the need for modeling refractions
of light rays at the medium-glass-air interfaces. In all our experi-
ments, about 25 different exposures (1/500s to 10s) were used to
acquire HDR images.

3.2 Image Formation Model
Although the basic principles of single scattering are well known,
the exact nature of the image formation model depends on the ge-
ometry of the volume and the locations of the source and the cam-
era. Figure 4 illustrates the illumination and measurement geome-
try based on our acquisition setup. For simplicity, we will assume
that the medium is illuminated by an isotropic point light source
(later we extend the analysis to area sources) of intensity I0 that is
located at the coordinates (0,B,H).

Consider the path of one single-scattered light ray (thick ray in
Figure 4) in the medium as it travels from the source to the camera.
This ray is first exponentially attenuated in intensity for a distance
d. At location U (x,y,z), depending on the phase function P, a
fraction of the light intensity is scattered at an angle π−θ . Finally,
the ray is attenuated again for a distance z, before it reaches the
camera. Mathematically, the irradiance at the camera produced by



this ray is written as [Sun et al. 2005],

E(x,y,z) =
I0
d2 . e−σd . β P(g,π−θ ) . e−σz .

d =
√

x2 +(y−H)2 +(z−B)2 , cosθ=(z−B)/d .(1)

Here, P(g,π−θ ) is the Henyey-Greenstein (H-G) phase function,
and β and σ are the scattering and extinction coefficients (Figure
2). Then, the total irradiance E at pixel (x,y) in the camera is ob-
tained by integrating intensities due to all rays that are scattered at
various angles along the pixel’s line of sight (Z-direction),

E(x,y) =
2B∫
0

E(x,y,z)dz

= β
2B∫
0

I0 e−σ(z+
√

x2+(y−H)2+(z−B)2)

x2 +(y−H)2 +(z−B)2
P(g,π−θ ) dz . (2)

The above equation relates the camera irradiances as a function of
the three medium parameters, σ , β and g. Although obtaining an
analytic (closed-form) solution to the above integral is hard [Sun
et al. 2005], it is straightforward to evaluate it numerically.

3.3 Space of valid medium parameters
Different materials have their own natural densities and scattering
properties, which are all unknown before experimentation. So, how
do we know if single scattering is dominant at a particular concen-
tration for a given material? Note that the scattering β , absorption
κ and extinction σ , coefficients are proportional to the concentra-
tion (fraction of volume diluted in water) of the medium. Thus,
we performed exhaustive simulations to derive the complete space
of parameters for which the above image formation model is ac-
curate2. For ground truth, we simulated the irradiances obtained
using multiple scattering for the same set of parameter values, us-
ing a standard volumetric Monte Carlo technique. Figure 5 shows
a plot of the differences between energies captured by the single
scattering and multiple scattering simulations for a set of parame-
ter values. From the RMS errors in the plot, we can define the up-
per bounds on the parameters κ and σ = β +κ as those for which
the energy differences between our model and the ground truth are
less than five percent. For example, the valid domain where single
scattering is dominant, is approximately σ < 0.04 for κ < 0.004 .

3.4 How to choose the best concentration?
Based on the simulations, we present an experimental method to
determine the best concentration for our measurements. Figure
6 shows images acquired of different concentrations of milk and
MERLOT. Which among these images should we use to measure
the scattering properties? Several heuristics may be used to decide
on a particular concentration. For instance, the extent of blurring of
the light source provides us a good clue to determine whether multi-
ple scattering is significant (rightmost image in Figure 6). A better
heuristic is to compute an approximation to the extinction coeffi-
cient σ from the attenuated brightness of the light source. Under
single scattering, the radiance in the direction of the source (dis-
tance d) can be approximated using exponential attenuation as:

E(0)≈
(

I0
d2

)
e−σ̂ d , (3)

2This extends the simulations in [Sun et al. 2005], where a small part of
the possible parameter space (pure isotropic scattering) was considered.
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Figure 5: Plot showing the differences between irradiances obtained by
simulating single scattering and multiple scattering (ground truth) models,
for a large space of parameter values σ and κ = σ−β . An upper bound on
the differences of, say, 5%, can be used to define the range of parameters for
which single scattering is a valid approximation. From the plot, the valid
range is approximately σ < 0.04 for κ < 0.004 .

where σ̂ is an estimate of the extinction coefficient σ . In the ab-
sence of multiple scattering, this estimate is closer to the true value
of σ (and varies linearly with concentration), whereas, in the pres-
ence of multiple scattering, this estimate is called diffuse or reduced
attenuation coefficient [Ishimaru 1978] and is usually much lesser
than σ . Thus, we can determine whether the concentration can be
used for measurement by observing the plot (Figure 7 of σ̂ versus
the volume fraction of the medium diluted with water). Figure 7
shows that after a certain amount of milk is added to water, the
σ̂ no longer remains linear with concentration (dashed line), and
must not be used for measurements. For a purely absorbing liquid
like wine (MERLOT), the plot is completely linear and any image
that has the best signal-to-noise ratio may be used. Similarly, the
plot shows that coke scatters, albeit weakly, and ESPRESSO coffee
scatters light strongly. We use this simple procedure to try several
concentrations and observe where the linearity in the plot fails to
determine the best concentration. As a further test, we check if the
estimated parameters from this concentration lie within the valid
space of parameters simulated above.

9ml 15ml 20ml

900ml 1500ml 16250ml

Figure 6: Images illustrating different degrees of scattering and absorp-
tion. [Top row] Images of milk at various concentrations. Since milk is a
highly scattering liquid, we observe an increase in blurring with increasing
concentration. [Bottom Row] Images of red wine at various concentrations.
Red wine is a highly absorbing liquid, showing only a saturation of the bulb
color with increasing concentration, and no blurring. The highlighted im-
ages are chosen for estimating the parameters.
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Figure 7: Plot of extinction coefficient estimate σ̂ as a function of the vol-
ume of the media diluted in water in the measurement apparatus. The plots
are linear when multiple scattering is negligible and single scattering is
dominant. As the concentrations of media (and hence multiple scattering)
increase, the estimated σ̂ is less than the true extinction coefficient σ . For
a highly scattering medium such as milk, the linearity fails at very low con-
centrations, while for an absorbing medium such as MERLOT, the linearity
is always preserved.

4 Estimating Medium Properties based
on Single Scattering

In this section, we present a non-linear minimization algorithm to
estimate the properties of the medium (σ , β and g), from the mea-
sured image irradiances E(x,y) (see Equation (2)). We then demon-
strate the accuracy of the algorithm through extensive simulations.

4.1 Formulating the Error Function
The error at each pixel is written as the difference between the mea-
sured irradiance E(x,y) and the irradiance predicted by the model
in equation 2,

F (x,y) = E(x,y)−RHS(x,y) . (4)

Here RHS(x,y) is the numerically evaluated right hand side integral
in the model of equation 2. Then, the parameters σ , β and g can be
estimated by computing the global minimum of the sum of squares
of the errors of all the pixels, as,

min
β ,σ ,g

∑
y
∑
x

F 2(x,y) . (5)

The above function essentially requires a 3-parameter search. How-
ever, note that the parameter β is a global scale factor. Thus, we
can eliminate β by defining a normalized error function as,

Fnorm(x,y) =
E(x,y)

max
x,y

E(x,y)
− RHS(x,y)

max
x,y

RHS(x,y)
. (6)

Now, instead of requiring a 3-parameter search, the above problem
can be reduced to a 2-parameter search that minimizes the normal-
ized objective function to estimate σ and g:

min
σ ,g ∑y ∑x

F 2
norm(x,y) . (7)

Then, the scale factor β can be recovered using the original func-
tion F . To compute the global minimum, we use Nelder-Meade
search implemented by the MatlabTM function ”fminsearch”.
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Figure 8: Plot showing the errors in reconstruction of the single scattering
parameters σ and q = |g|, where −1 < g < 1, compared to ground truth
values. The low errors indicate the accuracy of our estimation technique.
The maximum of the errors for positive or negative g is shown.

4.2 Estimation Accuracy using Simulations
Fortunately, since the space of the possible parameters is small (see
Section 3.3), exhaustive simulation of the above algorithm is pos-
sible. We only show the correctness of the estimated parameters
σ and g, using Equation (7). The estimation of the scale factor β
then follows trivially. Gaussian noise of unit standard deviation was
added in all our simulations. The non-linear search was initialized
randomly for both the parameters σ and g. The plot in Figure 8
shows the error in the estimated parameters as compared to ground
truth values. In all the cases, the estimation errors were less than
0.0001%, and the number of iterations required for convergence
was less than 100. Since the numerical evaluation of the integral is
very fast, the time for convergence is usually of the order of a few
minutes. This demonstrates that the inverse estimation is fast and
results in unique and correct parameters.

4.3 Implementation Issues
We present two issues that need careful implementation for our al-
gorithm to be successful on real images.
Calibrating the area source: Our method does not rely on
isotropic point sources but requires only a calibrated divergent
source to take advantage of the different phase angles measured
in the same view and hence, any off-the-shelf bulb suffices. For our
real setup, we have implemented a spherical diffuse area source. To
compute the irradiance at any point P within the tank, we sample
(using roughly 10x10 samples) the hemisphere of the bulb that is
visible to that point P. The non-uniform directional intensities and
intensity fall-off were calibrated carefully by using a light meter at
discrete 3D locations within the tank. The camera also measures
a pure water image (without any scattering or absorption) to give
the image irradiance of each source element (sample). This irradi-
ance along with the fall-off value and the pixel solid angle is used
to determine the intensity without scattering.
Instabilities in the H-G phase function for highly absorbing me-
dia: The H-G phase function was designed for scattering media
and is not defined for purely absorbing media. However, for highly
absorbing media, the scattering coefficient β is very low and the
average cosine g ≈ 1 since rays only pass straight through, much
like highly forward scattering media. Even though this was not
a problem in simulations, the instability for g > 0.95 can be high
in real experiments. For this special case, we simply use a trun-
cated legendre polynomial expansion of the H-G phase function as
P(g,θ ) = ∑i (2i+1)gi Li(θ ) , and truncate to less than 100 terms.
As an undesirable byproduct the fits may show some “ringing” at
the tail of the phase function. However, this truncated function
still fits higher brightness well and thus does not affect appearance
strongly. Despite this instability, the H-G phase function is flexible
enough to model the scattering behavior of all our materials.
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Figure 9: Captured photographs of a variety of water-soluble media illus-
trating different degrees of scattering and absorption. For highly scattering
media such as milk, chocolate milk and espresso, we observe a significant
blur around the bulb. For highly absorbing media such as grape juice, there
is very little scattering. All the images have wide dynamic range of inten-
sities and hence, we have tone-mapped them for illustration. Please see
supplementary material for more images.

5 Actual Measurements and Validation
Using our approach, we have measured the scattering properties of
a broad class of forty commonly found participating media that can
be either (a) diluted in water such as juices (for example, apple,
strawberry, orange), beverages (for example, coffee, soft drinks,
milks, wines, beers), cleaning supplies (detergents), or (b) sus-
pended in natural waters such as impurities and organisms, or even
(c) dissolved in water such as powders and sugar, salt crystals. In
addition to liquids available at the usual supermarkets, we have
also collected four samples from different locations and depths in
the Pacific ocean. We then present detailed validation by showing
that our parameters extrapolate correctly to higher concentrations
as well, where multiple scattering is prominent.

A subset of nine photographs of the diluted set of liquids con-
tained in the glass tank is shown in Figure 9, similar to the four
in Figure 1. Together, these include representative types of media
such as highly scattering, highly absorbing and moderate levels of
absorption and scattering. The images show a high dynamic range
of brightness and are enhanced to show the scattering effects. The
set of scattering parameters for all the media is shown in Table 1.
The extinction (σ ) and scattering (β ) coefficients are given for each
of the three color channels, red, green and blue. The phase function
parameter g is also shown for the three color channels. Note that all
the extinction and scattering coefficients are less than 0.04 in accor-
dance with our simulations in Section 3.3. Also, as expected, in all
cases, the scattering coefficient does not increase with wavelength.

5.1 Fits to Measured Brightness Profiles
We demonstrate the accuracy of our technique by reconstructing
the photographs using the estimated parameters. Although we con-
sidered the brightness at all pixels in the captured photographs, for
illustration purposes we show only the profile of intensity values
in the direction that is radially outward from the source. Figure 10
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Figure 10: Fits obtained using the estimated parameters as compared
against the corresponding measured brightness profiles in the captured pho-
tographs. The brightness profile is measured radially outward from the
source in the image. The red, green and blue plots correspond to the three
color channels of the camera. The match between the estimated and mea-
sured data demonstrates the accuracy of the estimation technique. The fits
for six (out of 40) representative materials with varying degrees of absorp-
tion and scattering are shown. Please see the supplementary material for
more plots.

shows the good fits obtained using the estimated parameters com-
pared against the measured profiles for a subset of six materials of
varying degrees of scattering and absorption properties (please re-
view supplementary document for plots of other materials). When
there is no scattering (pure absorption), fitting a scattering model
can induce some “ringing” effect in the dark tail end of the profile.
We can detect this special case and use the attenuation model to
compute the absorption coefficient (κ = σ ).

5.2 Extrapolation to higher concentrations
The extinction and scattering coefficients are proportional to the
concentration of the medium. Thus, if β1 and σ1 are estimated at
concentration c1, then the coefficients β2 and σ2 at another concen-
tration c2 can be extrapolated using:

β2 = β1

(
c2

c1

)
, σ2 = σ1

(
c2

c1

)
. (8)

Note, however, that g is independent of the medium concentration.
While we estimate the parameters from lower concentrations, it is
important to ensure that the parameters can be scaled to any con-
centration (where multiple scattering cannot be ignored) to produce
accurate scattering effects. We show an example validation using
fits obtained in comparison to the measured brightness profiles of
chocolate milk at various concentrations. Figure 11 shows the fits



Material Name
Extinction Coefficient (σ ) Scattering Coefficient (β ) Average Cosine % RMS

Volume (×10−2 mm−1) (×10−2 mm−1) (g) Error
R G B R G B R G B

Milk (lowfat) 16ml 0.9126 1.0748 1.2500 0.9124 1.0744 1.2492 0.932 0.902 0.859 0.95
Milk (reduced) 18ml 1.0750 1.2213 1.3941 1.0748 1.2209 1.3931 0.819 0.797 0.746 1.27
Milk (regular) 15ml 1.1874 1.3296 1.4602 1.1873 1.3293 1.4589 0.750 0.714 0.681 1.56
Coffee (espresso) 8ml 0.4376 0.5115 0.6048 0.2707 0.2828 0.2970 0.907 0.896 0.880 1.90
Coffee (mint mocha) 6ml 0.1900 0.2600 0.3500 0.0916 0.1081 0.1460 0.910 0.907 0.914 2.00
Soy Milk (lowfat) 16ml 0.1419 0.1625 0.2740 0.1418 0.1620 0.2715 0.850 0.853 0.842 1.75
Soymilk (regular) 12ml 0.2434 0.2719 0.4597 0.2433 0.2714 0.4563 0.873 0.858 0.832 1.68
Chocolate Milk (lowfat) 10ml 0.4282 0.5014 0.5791 0.4277 0.4998 0.5723 0.934 0.927 0.916 1.04
Chocolate Milk (regular) 16ml 0.7359 0.9172 1.0688 0.7352 0.9142 1.0588 0.862 0.838 0.806 2.19
Soda (coke) 1600ml 0.7143 1.1688 1.7169 0.0177 0.0208 0.0000 0.965 0.972 − 4.86
Soda (pepsi) 1600ml 0.6433 0.9990 1.4420 0.0058 0.0141 0.0000 0.926 0.979 − 2.92
Soda (sprite) 15000ml 0.1299 0.1283 0.1395 0.0069 0.0089 0.0089 0.943 0.953 0.952 3.22
Sports Gatorade 1500ml 0.4009 0.4185 0.4324 0.2392 0.2927 0.3745 0.933 0.933 0.935 3.42
Wine (chardonnay) 3300ml 0.1577 0.1748 0.3512 0.0030 0.0047 0.0069 0.914 0.958 0.975 5.10
Wine (white zinfandel) 3300ml 0.1763 0.2370 0.2913 0.0031 0.0048 0.0066 0.919 0.943 0.972 5.49
Wine (merlot) 1500ml 0.7639 1.6429 1.9196 0.0053 0.0000 0.0000 0.974 − − 4.56
Beer (budweiser) 2900ml 0.1486 0.3210 0.7360 0.0037 0.0069 0.0074 0.917 0.956 0.982 5.61
Beer (coorslight) 1000ml 0.0295 0.0663 0.1521 0.0027 0.0055 0.0000 0.918 0.966 − 4.89
Beer (yuengling) 2900ml 0.1535 0.3322 0.7452 0.0495 0.0521 0.0597 0.969 0.969 0.975 4.48
Detergent (Clorox) 1200ml 0.1600 0.2500 0.3300 0.1425 0.1723 0.1928 0.912 0.905 0.892 1.99
Detergent (Era) 2300ml 0.7987 0.5746 0.2849 0.0553 0.0586 0.0906 0.949 0.950 0.971 4.17
Apple Juice 1800ml 0.1215 0.2101 0.4407 0.0201 0.0243 0.0323 0.947 0.949 0.945 4.92
Cranberry Juice 1500ml 0.2700 0.6300 0.8300 0.0128 0.0155 0.0196 0.947 0.951 0.974 4.60
Grape Juice 1200ml 0.5500 1.2500 1.5300 0.0072 0.0000 0.0000 0.961 − − 5.19
Ruby Grapefruit Juice 240ml 0.2513 0.3517 0.4305 0.1617 0.1606 0.1669 0.929 0.929 0.931 2.68
White Grapefruit Juice 160ml 0.3609 0.3800 0.5632 0.3513 0.3669 0.5237 0.548 0.545 0.565 2.84
Shampoo (balancing) 300ml 0.0288 0.0710 0.0952 0.0104 0.0114 0.0147 0.910 0.905 0.920 4.86
Shampoo (strawberry) 300ml 0.0217 0.0788 0.1022 0.0028 0.0032 0.0033 0.927 0.935 0.994 2.47
Head & Shoulders 240ml 0.3674 0.4527 0.5211 0.2791 0.2890 0.3086 0.911 0.896 0.884 1.91
Lemon Tea Powder 5tsp 0.3400 0.5800 0.8800 0.0798 0.0898 0.1073 0.946 0.946 0.949 2.83
Orange Powder 4tbsp 0.3377 0.5573 1.0122 0.1928 0.2132 0.2259 0.919 0.918 0.922 2.25
Pink Lemonade Powder 5tbsp 0.2400 0.3700 0.4500 0.1235 0.1334 0.1305 0.902 0.902 0.904 1.02
Cappuccino Powder 0.25tsp 0.2574 0.3536 0.4840 0.0654 0.0882 0.1568 0.849 0.843 0.926 0.67
Salt Powder 1.75cup 0.7600 0.8685 0.9363 0.2485 0.2822 0.3216 0.802 0.793 0.821 1.34
Sugar Powder 5cup 0.0795 0.1759 0.2780 0.0145 0.0162 0.0202 0.921 0.919 0.931 1.80
Suisse Mocha Powder 0.5tsp 0.5098 0.6476 0.7944 0.3223 0.3583 0.4148 0.907 0.894 0.888 1.33
Mission Bay Surface Water (1-2 hours) 3.3623 3.2929 3.2193 0.2415 0.2762 0.3256 0.842 0.865 0.912 2.48
Pacific Ocean Surface Water (1 hour) 3.3645 3.3158 3.2428 0.1800 0.1834 0.2281 0.902 0.825 0.914 2.57
Mission Bay 10ft deep Water (30 min) 3.4063 3.3410 3.2810 0.0990 0.1274 0.1875 0.726 0.820 0.921 5.10
Mission Bay 10ft deep Water (8 hours) 3.3997 3.3457 3.2928 0.1018 0.1033 0.1611 0.929 0.910 0.945 5.13

Table 1: Scattering properties for 40 different water-soluble materials estimated using our technique. The second column lists the volumes V of the materials
dissolved in 23−V litres of water to achieve the desired levels of dilution where single scattering is dominant. These parameters can be proportionately scaled
to any other volume Vn, using a scale factor of Vn/V . The percentage RMS errors (obtained over all pixels) quantify the accuracy of fits achieved with the
estimated parameters to the measured intensity profiles. Errors for all the highly scattering media are less than 3%. For low-scattering materials, the total
intensity of profiles is relatively low, thus making the estimation more sensitive to noise. Even for such low-scattering media, the errors are less than 5− 6%.
The last four rows are the parameters for various ocean water samples at their original concentrations. The time elapsed between the collection of samples
and the image acquisition is listed in the parentheses. Since the suspended particles in ocean water settle down with time, we observe a small decrease in
scattering coefficients in the sample for which 8 hours had been elapsed as compared to the one which was imaged just 30 minutes after collection. Note that
all the extinction and scattering coefficients are less than 0.04 in accordance with our simulations in Section 3.3. As expected, the scattering coefficients do
not decrease with wavelength. The scattering albedos (ratio of scattering coefficients to the extinction coefficients) is much higher for the scattering media
(milk, coffee, orange powder) as compared to the absorbing ones (coke, wine). For materials that have β = 0, the phase function parameter g is undefined. As
seen from the values of g which are closer to 1, several media are predominantly forward scattering. The parameters for the milks match those in [Jensen et al.
2001] up to a scale factor (due to the different fat contents in the milks used), providing further support for our estimation.

in this validation experiment. First, we estimate the parameters
from the photograph of only 8ml of chocolate milk diluted in wa-
ter, where single scattering is dominant. In (a), we show the fit
obtained compared against the measured intensity profile. How-
ever, for higher concentrations of 50ml, 100ml and 150ml, multiple
scattering cannot be ignored. For these cases, we scaled the coeffi-
cients (σ and β ) by factors of {50/8,100/8,150/8} (see Equation

8) and use them in a standard volumetric Monte Carlo renderer that
includes multiple scattering. The plots in (b) - (d) demonstrate the
strong fits obtained. This demonstrates that our parameters are ro-
bust enough to be extrapolated to higher concentrations. In fact,
we will show renderings of most of the liquids at their natural con-
centrations (Section 6) despite measuring the parameters at signifi-
cantly dilute states.
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Figure 11: Extrapolation of parameters to higher concentrations with mul-
tiple scattering. (a) 8 ml of chocolate milk is diluted in water and the
parameters are estimated using the measured brightness profile. (b) - (d)
The parameters estimated in (a) are scaled to higher concentrations (50ml,
100ml and 150ml) where multiple scattering cannot be ignored. Plots show
a good fit between the brightness profile obtained by extrapolating our esti-
mated parameters with a Monte Carlo renderer, and the ground truth mea-
surements. The fits are shown in logarithmic scale.

MERLOT Wine CHARDONNAY Wine

ESPRESSO Coffee YUENGLING Beer

Figure 12: Rendered scenes of liquids in a cognac glass under complex
lighting. The KITCHEN environment map [Debevec 1998] was used for
the lighting. The natural colors, shading and caustics indicate the high
accuracy of our parameters.

Pink Lemonade Powder ERA Detergent

Strawberry Shampoo Orange Powder

Figure 13: Rendered scenes of liquids and powders in a cognac glass
illuminated with a single directional white light source. The bright caustics
show the colors transmitted through the media.

6 Example Volumetric Renderings
The scattering properties estimated in this work can be input to any
volumetric rendering algorithm to create visual effects of partici-
pating media. Here, we chose brute-force volumetric Monte-Carlo
path tracing since it can be used to render arbitrary materials3. We
use photon mapping for rendering caustics. For display purposes,
we have applied a tone-mapping operator [Ward-Larson et al. 1997]
to the renderings. Indices of refraction (IOR) of these media are
also important for rendering. In initial experiments, we found the
IOR to be between 1.33 (water) and 1.42 (milk) and varying lin-
early with concentrations, by using location of total internal reflec-
tion from the top of the water surface in the tank. In current ren-
derings, we have simply used an IOR proportionate to the medium
concentrations between 1.33 and 1.42, since this does not alter the
visual appearance of the liquid drastically. We wish to perform
thorough experiments in the future.

Figure 12 shows a mosaic of images of liquids rendered in their
natural concentrations, partially filled in a cognac glass and il-
luminated by the “Kitchen Environment Map” [Debevec 1998].
These include two different types of wine (deep red MERLOT and
golden-yellow CHARDONNAY), dark brown coffee ESPRESSO,
and the golden-orange YUENGLING beer. Notice the color dif-
ferences between MERLOT (no scattering) and ESPRESSO (mod-
erate scattering) even though both of them are dark liquids. Ob-
serve that while beer and CHARDONNAY are very clear liquids,
coffee is noticeably more opaque. Similarly, Figure 13 shows a
mosaic of predominantly bright colored liquids such as the deep

3Under-sampling of path-traces can cause speckle noise seen in the ren-
derings, and is not an artifact of our estimation.
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Figure 14: Effect of changing concentrations of a highly absorbing (MERLOT) and a highly scattering (milk) liquid. In the case of wine, notice that while
the color gradually becomes deep red, the liquid remains clear, due to the lack of scattering. In the case of milk, however, we see a quick transition from a
murky appearance to a soft white appearance, due to the high scattering albedo of milk.

blue ERA detergent, the reddish strawberry shampoo, and powders
dissolved in water such as the ”pinkish” strawberry lemonade and
orange powders. These images are illuminated only by a strong
directional source to illustrate the bright caustics whose colorings
are primarily due to absorption. We also present different types of
novel visual effects obtained by changing or blending the param-
eters of different media to create realistic images of dilutions and
mixtures of the original measured materials.

Effect of changing concentrations: Figure 14 illustrates the ef-
fects of changing concentrations of media in water. The top row
shows a transition from pure water to MERLOT, obtained by scal-
ing parameters of wine as in Equation 8. Notice the changes in
caustics and the gradual deepening of the red color of the liquid.
Note that as the transition occurs, the liquid remains clear even
though the color changes; this is due to the pure absorbing nature
of wine, as depicted by our parameters. The bottom row shows
the effect of changing milk concentration in water. Since milk is
a highly scattering medium, as expected, the appearance quickly
changes from murky whitish water to soft and thick white milk.
This is because the scattering albedo β/σ is high and the phase
function parameter g is such that a significant amount of light dif-
fuses into different directions.

Blending parameters for mixtures of media: For example,
what are the properties of a mixture of ESPRESSO and milk, or
otherwise known as light coffee? Consider a medium containing a
mixture of two types of media, A and B. The properties of the indi-
vidual media are denoted with the subscripts A and B. The scatter-
ing coefficient of the mixture is obtained by a weighted average,

βmix =
VAβA +VBβB

VA +VB
. (9)

The absorption and extinction coefficients are similarly defined.

Unlike above where we just changed the scattering and absorption
coefficients, here a new phase function parameter must be defined
for the mixture as the weighted average [Key 2005],

gmix =
gAβA +gBβB

βmix
. (10)

These equations can be used to render mixtures of participating me-
dia or morph from one medium into another. Figure 15 shows mix-
ing of different proportions of milk and wine. The second example
shows a more common mixing of milk and coffee. Such mixing
between materials, for the first time, gives a user the flexibility to
create novel renderings of participating media.

7 Conclusion
Rendering the rich visual effects of participating media, like fluids
or underwater impurities, requires precise measurements of their
scattering properties. In this paper, we have developed a simple de-
vice and method for accurately estimating the scattering properties
of a variety of media that can be diluted in water. Our approach
only requires a single high dynamic range photograph. By dilut-
ing the medium, we work in the single scattering regime, where the
inverse light transport problem is well conditioned—however, we
can later render at arbitrary concentrations and even mix materials.
We have presented a database of scattering parameters for 40 com-
monly found materials. This database is the first of its kind, and
enables computer graphics practitioners to accurately render a wide
variety of participating media, rather than having to set parameters
in an ad-hoc fashion. In the future, we would like to improve this
work by investigating different phase functions and measuring in-
dices of refraction more accurately.



50% Milk + 50% Coffee 75% Milk + 25% Coffee

50% Wine + 50% Milk 75% Wine + 25% Milk

Figure 15: Mixing two liquids - milk and coffee (top) and milk and wine
(bottom), in different proportions. The wine-milk combination produces a
soft pink appearance while the ESPRESSO-milk combination produces soft
but brown appearance. (Minor noise due to Monte-Carlo under-sampling.)
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Abstract

This paper describes a novel extension of the photon mapping algorithm, capable of handling both volume multiple
inelastic scattering and curved light paths simultaneously. The extension is based on the Full Radiative Transfer
Equation (FRTE) and Fermat’s law, and yields physically accurate, high-dynamic data than can be used for image
generation or for other simulation purposes, such as driving simulators, underwater vision or lighting studies
in architecture. Photons are traced into the participating medium with a varying index of refraction, and their
curved trajectories followed (curved paths are the cause of certain atmospheric effects such as mirages or rippling
desert images). Every time a photon is absorbed, a Russian roulette algorithm based on the quantum efficiency
of the medium determines whether the inelastic scattering event takes place (causing volume fluorescence). The
simulation of both underwater and atmospheric effects is shown, providing a global illumination solution without
the restrictions of previous approaches.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Simulation of nature has always been one of the loftiest goals
of computer graphics, providing a rich range of visual phe-
nomena. Most of the times, the effect to be reproduced can
be faked using a top-down approach, where the final desired
result guides the implementation. This usually turns out rel-
atively fast, ad-hoc methods that yield more than acceptable
results. However, a physically correct simulation is neces-
sary in certain fields where accuracy is a must. Underwater
vision, driving simulators, the military, architectural light-
ing design etc. are fields where it is not enough to render an
image which resembles reality. Predictive algorithms must
be developed instead, where the image is the final visualiza-
tion of the physically correct data generated. A bottom-up
approach is then necessary: first, the basic laws of physics
that govern the phenomenon need to be described and fed to
the rendering system; the phenomenon itself will just be the
logical, inevitable output. This approach sacrifices rendering
speed in exchange for reliable, physically accurate numerical
data that can be used for purposes beyond image generation.

† e-mail: diegog@unizar.es

Two of the greatest sources of visually appealing phenom-
ena in nature are participating media and a varying index of
refraction. Participating media are the cause of such well-
known effects such as fog, clouds or blurry underwater vi-
sion, whereas a varying index of refraction yields mirages,
rippling images, twinkling stars or some spectacular sunsets.
Sources of inelastic scattering in ocean waters can greatly af-
fect visibility and alter its color, whereas distortions caused
by temperature differences can further alter the perception
of things in such environment. Simulating underwater res-
cue missions, laying submarine data cables or even the cor-
rect interpretation of ancient World Heritage sites can benefit
from an accurate description of light that includes an ampler
range of phenomena.

We present in this paper a physically-based spectral simu-
lation of light, solving the Full Radiative Transfer Equation
(FRTE) and applying Fermat’s law, which includes multi-
ple inelastic scattering as well as an accurate description of
the non-linear paths followed by the light rays in media with
a varying index of refraction. It is based on an extension of
the volume photon map algorithm presented by Wann Jensen
and Christensen [JC98]. The main contributions are a full
global illumination solution which supports non-linear light

c© The Eurographics Association 2005.
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paths and is free of the restrictions of previous works, and
the physically-correct simulation of volume fluorescence in
participating media, caused by inelastic scattering, including
efficient computation of caustics. Atmospheric effects and
underwater imagery are simulated as case studies to demon-
strate the algorithm. To our knowledge, there is no previ-
ous research in computer graphics literature that models to-
gether physically-based inelastic scattering in participating,
inhomogeneous media where the index of refraction varies
continuously. Related previous works therefore span two dif-
ferent categories: inelastic scattering in participating media
and non-linear light propagation.

Rendering participating media is not a new field in com-
puter graphics, and an exhaustive review can be found
in [PPS97]. There are two types of scattering events in a
participating medium: elastic scattering, where no transfer
of energy occurs between wavelengths, and inelastic scatter-
ing, where such energy transfers do occur, from shorter to
longer wavelengths. Spectral global illumination algorithms
that handle participating media only take into account elas-
tic scattering, with the strategy consisting on decoupling the
solutions for each sampled wavelength, then adding them to
obtain the final image. No interaction between wavelengths
is computed. To the authors’ knowledge, the only previous
work that simulates volume inelastic scattering in participat-
ing media is owed to Cerezo and Seron [CS03], using a dis-
crete ordinate method. Unfortunately their method requires
both rectangular meshing of the geometry, as well as an an-
gular and spatial discretization which imposes high memory
requirements, thus limiting the complexity of the scenes that
can be reproduced (the problem is aggravated when simu-
lating highly anisotropic scattering). They also cannot pro-
vide a full solution, failing to render caustics. Surface inelas-
tic scattering works include [Gla95b] or [WTP01], but their
methods are not extensible to participating media.

With respect to non-linear ray tracing, the first method
to deal with non-straight light paths is owed to Berger et
al. [BTL90], refracting the ray according to Snell’s law in
each of a series of flat homogeneous layers, thus achieving a
piece-wise linear approximation of a curved path. This was
challenged by Musgrave [Mus90], who develops a purely
reflective model where rays follow a parabolic path, fol-
lowing the Kuhlar/Fabri physical model [FFLV82]. A more
general approach to non-linear ray tracing is proposed by
Gröller [Grö95], although the work does not study the influ-
ence of the index of refraction in the curvature of the rays, vi-
sualizing mathematical and physical systems instead. In the
paper by Stam and Languenou [SL96], the authors use geo-
metrical optics to describe how light bends if the index of re-
fraction of the medium varies continuously. They neverthe-
less fail to provide a physically-based analytical expression
for the index of refraction as a function of temperature and
wavelength, and solve the equations only for two specific
cases, thus losing generality. Seron et al. [SGGC05] imple-
ment a method of curved ray tracing capable of simulating

the inferior mirage and some sunset effects, although they do
not attempt to calculate any lighting, deforming pre-lit tex-
tures instead. In [HW01] gravitational light bending is visu-
alized according to the theory of general relativity, whereas
other relativity- and physics-related papers include the bend-
ing caused by neutron stars or black holes [Nem93], so they
cannot (nor pretend to) simulate the phenomena described in
this paper. Yngve et al. [YOH00] describe a simple method
to simulate the bending of light by interpolating a density
field, but they need to exaggerate the variation of the index
of refraction tenfold for the effect to be visible.

The paper is organized as follows: section 2 provides the
physically-based background, with an overview of inelastic
scattering, the FRTE and the Fermat’s law. In section 3 we
describe our extension of the volume photon map algorithm
to include inelastic scattering and curved light paths, with
sections 4 and 5 providing case studies of underwater im-
agery and atmospheric effects respectively. The discussion
of the results and some additional images are presented in
section 6, to finish the paper in section 7 with the conclu-
sions and future work.

2. Physically-based Framework

We now present the physical framework of our work, by
first introducing what inelastic scattering is, then deriving
the FRTE that needs to be solved to account for it. In or-
der to be able to compute non-linear light paths, we will use
Fermat’s law to obtain the correct trajectories.

2.1. Inelastic scattering

Inelastic scattering implies an energy transfer from wave-
length λ′ to λ, with λ′ < λ within the visible spectrum, and
gives rise to fluorescence and phosphorescence phenomena.
Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′ (called excitation wavelength), and re-emits
it at a longer wavelength λ according to a fluorescence ef-
ficiency function Pf (λ). The time lapse between the two
events is 10−11 to 10−8 seconds, so for computer graphics
it can be taken as an instantaneous process. For pure sub-
stances, re-emission is isotropic and the wavelength of the
re-emitted photons is independent of the different excitation
wavelengths, although the intensity of the re-emission does
depend on them. Phosphorescence is a similar process, gov-
erned by the phosphorescence efficiency function, with the
main difference being that the re-emitted energy declines
with time according to a function d(t).

2.2. Full Radiative Transfer Equation

Usually, participating media algorithms solve the integro-
differential Radiative Transfer Equation (RTE), which takes
into account emission, absorption and elastic scattering, but
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does not yield a solution for inelastic scattering events. Fol-
lowing the notation in [JC98], and reformulating to include
wavelength dependencies, the RTE can be written as:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+σλ(x)Li,λ(x,−→w )−

αλ(x)Lλ(x,−→w )−σλ(x)Lλ(x,−→w ) (1)

where ∂L(x,−→w )
∂x

represents the variation of radiance L at a
point x in the direction −→w , α and σ are the absorption and
scattering coefficients, Le is the emitted radiance and Li is
the in-scattered radiance. Defining the extinction coefficient
as κλ(x) = αλ(x)+σλ(x) and integrating Li,λ over the sphere
Ω we get:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w ) (2)

which is the integro-differential, wavelength-dependent RTE
governing the transport of light in participating media, with
pλ(x,−→w ′,−→w ) being the phase function that defines the re-
emission direction. However, this equation does not account
for energy transfers between wavelengths, the phenomenon
known as inelastic scattering. To be able to compute these
inelastic scattering events, we need to develop the RTE equa-
tion further, by adding a term that accounts for such energy
transfers. This term can be expressed as a double integral
over the domains of the solid angle and wavelength:

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi

(3)

where αλi
is the absorption coefficient for wavelength λi (re-

member there is no inelastic scattering without previous ab-
sorption), f (x,λi → λ) is the function that governs the effi-
ciency of the energy transfer between wavelengths, defined
as the probability of a photon of λi being re-emitted at λ.
For fluorescence and phosphorescence, this phase function
is isotropic [Mob94]. Adding this term to the RTE (equation
2) we obtain the FRTE:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w )+

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi(4)

which is the equation that must be solved to take into account
multiple inelastic scattering in participating media, thus be-
ing able to render volume fluorescence effects.

2.3. Varying index of refraction in inhomogeneous
media

A varying index of refraction nλ defines an inhomogeneous
medium where light travels in curved paths. These curved
paths result in a distorted image, with the mirages being
probably the best known manifestation of the effect. To be
able to simulate this type of inhomogeneous medium, we
therefore need to obtain the curved trajectory of light as it
traverses it. The direction −→w in equation 4 therefore needs
to be recomputed at each differential step, accounting for
the changes in nλ. We obtain this corrected direction at each
step by solving Fermat’s law, which defines how light tra-
verses one given medium.

The following derivation of Fermat’s law uses the work
of Gutierrez et al. [GSMA04] and is not meant to be exhaus-
tive. As stated in [Gla95a], a ray of light, when travelling
from one point to another, follows a path that corresponds to
a stationary value of the optical path length (OPL). The OPL
is defined as the index of refraction times the travelled path
(or the distance the light would have travelled in a vacuum
during the flight time through the material), and in its dif-
ferential form it can be formulated as d(OPL) = ndl, where
l is the path travelled by the light ray. The equation shows
how light gets bent towards the areas with a greater index of
refraction, as Snell’s law also predicts for the boundary of
two homogeneous media. A stationary value corresponds to
a maximum or a minimum in the function, thus the derivative
equals zero. We can therefore write:

δ(OPL) = δ
Z B

A
ndl =

Z B

A
δndl +

Z B

A
nδ(dl) =

Z B

A

δn
δxi

δxidl +
Z B

A
nδ(dl) = 0 (5)

where xi are the vector components of l. Considering dxi as
variables and taking increments we get δ(dl) = dxi

dl δ(dxi).
Since light trajectories start and end at the stationary points
A and B, we get δxi(A) = 0 and δxi(B) = 0. Equation 5 then
results:

δL =
Z B

A

[

∂n
∂xi

−

d
dl

(

n
dxi

dl

)]

δxidl = 0 (6)

Since this equation must hold for any value of δxi, the
integrand must equal zero, so we finally come up with the
equation that must be solved to obtain the path followed by
light while traversing any medium, as a function of the index
of refraction at each point:

d
dl

(

n
d−→r
dl

)

−∇n = 0⇔
d
dl

(

n
dx j

dl

)

−

∂n
∂x j

= 0( j = 1,2,3)

(7)
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Figure 1: Error and rendering time (secs.) as functions of the error tolerance in the Dormand-Prince RK5(4)7M method for a
test scene.

where −→r = x j are the coordinates (x,y,z) of each point. This
equation cannot be solved analytically, and thus we must ap-
ply a numerical method. We now need to rewrite equation
7 in order to solve it in a more efficient way than the Euler
method presented in [GSMA04]:

d2x j

dl2 =
1
n

(

∂n
∂x j

−

dn
dl

dx j

dl

)

(8)

Doing the change of variable y j =
dx j
dl we obtain:

y′j =
1
n

(

∂n
∂x j

−

dn
dl

y j

)

(9)

where dn
dl = dn

dx j

dx j
dl . The change of variable can also be writ-

ten as:

x′j = y j (10)

Equations 9 and 10 define a system where x j represents
the position and y j the velocity at a given point in the trajec-
tory, which can be written in matrix form as:

(

x j
y j

)′

=

(

y j
1
n

(

∂n
∂x j

−
dn
dl y j

)

)

(11)

This equation 11 has the form Y ′ = f (l,Y ), which de-
fines an Initial Value Problem with Y (0) = α. We solve this
problem by applying the embedded Runge-Kutta method
RK5(4)7M from the Dormand-Prince family. A detailed de-
scription of the method and the error tolerance can be found
in [DP80].

We have tested the implementation in a simple scene

where the index of refraction varies according to the equa-
tion n = 1 + ky, with y representing height, and k varying
from -0.1 to 0.1. This distribution of n can be solved ana-
lytically, so we can measure the numerical error against the
exact solution. Figure 1 shows the error of the Dormand-
Prince RK5(4)7M method as the tolerance is reduced, along
with the time it takes to reach the solution. As it can be seen,
error tolerances in the range of 10−8 to 10−12 yield good
results without much of a time penalty. Error tolerances be-
yond 10−14 start increasing rendering times considerably.

3. Extension of the Volume Photon Mapping Algorithm

Ray tracing techniques involve shooting rays into the scene
from the camera and following them to detect hits with the
geometry, then shooting shadow rays to the lights to find
out direct illumination. With curved light paths this turns
out to be highly impractical, though, since finding the ray
with the physically-correct curvature which goes from the
intersection point to the light is computationally very expen-
sive (or the solution might not even exist). Groeller [Grö95]
proposes three solutions: considering shadow rays to fol-
low straight paths, retrieving all lighting information straight
from the textures, and finally voxelizing the space and pre-
storing the approximated incident directions of light sources
for each voxel, by launching rays from the light sources into
the scene prior to the render pass. The first two are clearly
not physically-based, while the third only approximates the
solution with a preprocessing step.

In order to obtain a physically-based solution for multiple
inelastic scattering in inhomogeneous media with a varying
index of refraction n, we have extended the volume photon
mapping algorithm [JC98] to account both for volume fluo-
rescence and the distortions caused by the changing n.

For inelastic scattering, we need to model the possibility
of an absorbed photon being re-emitted at a different wave-
length. Equation 4 includes a term f (x,λi → λ) known as
wavelength redistribution function, which represents the ef-
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ficiency of the energy transfer between wavelengths. It is
defined as the quotient between the energy of the emitted
wavelength and the energy of the absorbed excitation wave-
length, per wavelength unit. Reformulating in terms of pho-
tons instead of energy we have the spectral quantum effi-
ciency function η(x,λi → λ), defined as the number of pho-
tons emitted at λ per wavelength unit, divided by the number
of absorbed photons at λi. Both functions are dimensional
(nm−1), and are related as follows:

f (x,λi → λ) = η(x,λi → λ)
λi

λ
(12)

A related dimensionless function that describes inelastic
scattering is the quantum efficiency Γ, defined as the total
number of photons emitted at all wavelengths divided by the
number of photons absorbed at excitation wavelength λi. It
is related to the spectral quantum efficiency function by the
equation:

Γ(λi) =
Z

λ
η(x,λi → λ)dλ (13)

Our extension to the volume photon mapping algorithm
includes a) solving Fermat’s law to obtain the curved trajec-
tory of each photon if the index of refraction varies (and also
for the eye rays shot during the radiance estimate phase),
thus being able to overcome the shadow ray problem pre-
sented above and to obtain a full solution including effects
such as color bleeding and caustics; and b) the inclusion of
the quantum efficiency Γ to govern the probability of an
inelastic scattering event. As shown in figure 2, once the
albedo-based Russian roulette determines that a certain pho-
ton has been absorbed by the medium, a second Russian
roulette based on the quantum efficiency determines whether
an inelastic scattering event takes place, and therefore the
photon has to be re-emitted at a different wavelength. This
is done by generating a random number ξin[0,1] so that:

ξin[0,1] →

{

ξin ≤ Γ Photon is re-emitted
ξin > Γ Photon remains absorbed

(14)

If re-emitted, the new wavelength must be obtained, for
which we must sample the spectral quantum efficiency func-
tion η(x,λi → λ) for the excitation wavelength λi. This can
be simply done by rejection sampling the function, but to in-
crease efficiency we perform importance sampling using the
inverse of its cumulative distribution function (cdf). A ran-
dom number ψ[0,1] therefore yields the new wavelength for
the re-emitted photon. Steeper areas of the cdf increase the
probability of a photon being re-emitted at the corresponding
wavelengths.

Figure 2 shows the basic scheme of the algorithm. The

Figure 2: Our extended volume photon mapping algorithm.

sequence of events in the original volume photon mapping
by [JC98] is represented inside the grey area.

4. Case Study: Underwater Imagery

We chose deep ocean waters as our first case study, given its
rich range of elastic and inelastic scattering phenomena and
the fact that it is a medium well studied by oceanographers.
Pure seawater absorbs most wavelengths except for blue: the
absorption coefficient peaks at 760 nanometers, and reaches
a minimum at 430 nm. The phase function p is modelled
as the phase function in pure sea water plus the phase func-
tion of the scattering by suspended particles, as proposed
in [Mob94] (p = pw + pp). For pure water we use a phase
function similar to Rayleigh’s:

pw(θ) = 0.06225(1+0.835cos2θ) (15)

while the scattering caused by particles is modelled using a
Henyey-Greenstein phase function with g = 0.924:

pp(θ,g) =
1−g2

(1+g2
−2gcosθ)3/2

(16)

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are due to the variation in the concentra-
tion and type of the suspended microorganisms, mainly phy-
toplankton, which presents a maximum absorption at 350
nm. rapidly decreasing to almost zero beyond 500 nm. The
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Figure 3: Fluorescent ocean water in Cornell rooms. (a), (b) and (c) show varying concentrations of chlorophyll (0.05mg/m3,
0.1mg/m3 and 5mg/m3 respectively). (d) High concentration of yellow matter (5mg/m3).

most important element in the phytoplankton is chlorophyll,
which presents spectral absorption peaks in the blue and red
ends of the spectrum and is the most important source of
volume fluorescence in the waters. For chlorophyll, Γc(λi)
is wavelength-independent, with values ranging from 0.01 to
0.1 (we use the superscript c for chlorophyll). As with most
inelastic scattering event, the re-emission phase function is
isotropic.

Another important source of fluorescence is the Color
Dissolved Organic Matter (CDOM), also called yellow mat-
ter, present in shallow ocean waters and harbors. Γy(λi)
is also wavelength-independent, with values between 0.005
and 0.025, and re-emission is also isotropic [Haw92].

All the images in the paper have been rendered on a Be-
owulf system composed of six nodes, each one being a Pen-
tium 4 @ 2.8 GHz. with 1 Gb. of RAM. Figure 3 shows
different colorations of ocean water, according to varying
chlorophyll and yellow matter concentrations which trigger
inelastic scattering events with different probabilities. The
images were rendered with 250,000 photons stored in the
volume photon map and 200 photons used for the radiance
estimate. This high numbers are needed to obtain accurate
results, since we use the volume photon map to compute
both direct and indirect illumination. Direct illumination in
participating media with a varying index of refraction can-
not be efficiently computed using ray tracing techniques, as
explained at the beginning of section 3. The spectrum was
sampled at nine intervals. Below each picture, the result-
ing absorption and extinction curves (functions of the dif-
ferent concentrations of chlorophyll in the modelled waters)
are shown for each case. Image (a) shows little fluorescence
(low chlorophyll concentration of 0.05mg/m3), and the wa-

ters are relatively clear. When chlorophyll concentration in-
creases, fluorescence events become more prominent and
the image first gets a milky aspect (b), losing visibility and
reaching a characteristic green hue when chlorophyll reaches
5mg/m3. Image (d) shows fluorescence owed to yellow mat-
ter. The absorption function in this case has been modelled
after [Mob94]: ay(λ) = ay(440)−0.014(λ−440) where ay(440)
is the empirical absorption at 440 nm. Rendering times for
the images were six minutes.

5. Case Study: Atmospheric Phenomena

The images in this section illustrate some of the most rele-
vant effects in nature owed to curved light paths. To achieve
physically correct results we have modelled the Earth as a
sphere with a radius of 6371 units (one unit equals one kilo-
meter); the atmosphere is another concentric sphere with a
thickness of 40 kilometers. Taking the 1976 USA Standard
Atmosphere (USA76) [USG76], we first obtain a standard
temperature and pressure profile of the whole 40 kilometers,
with temperature decreasing at an approximate rate of 0.6◦C
per 100 meters. In order to curve light correctly according to
Fermat’s law, we need to obtain the wavelength-dependent
index of refraction as a function of both the temperature
and pressure given by the USA76. To do so, we follow the
method described in [GSMA04], by first obtaining density
as a function of temperature T (h) and pressure P(h) using
the Perfect Gas law ρ(h) =

P(h)M
RT (h)

, where M and R are con-

stants of values 28.93 · 10−3 kg/mol and 8.3145 J/mol ·K
respectively. The Gladstone-Dale law [GD58] relates n(λ,h)
as a function of both ρ(h) and n(λ), given by the expression:
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Figure 4: Simulation of several atmospheric phenomena.
Top: inferior mirage. Middle: superior mirage. Bottom: Fata
Morgana.

n(h,λ) = ρ(h) · (n(λ)−1)+1 (17)

The only missing function is now n(λ), which we obtain
from Cauchy’s analytical formula [BW02]:

n(λ) = a ·
(

1+
b
λ2

)

+1 (18)

where a and b depend on the medium considered (for air,
their values are a = 29.79 ·10−5 and b = 5.67 ·10−5). Sell-
meier [BW02] provides a slightly more elaborated formula,
but we have chosen Cauchy’s for efficiency reasons.

Combining equations 17 and 18 we finally obtain our pro-
file for n(λ,h), which we can alter at will to obtain the de-
sired effects. To interpolate the complete, altered profiles for
the whole 40 km. we use Fermi’s distribution, as proposed
in [VDWGL00].

The camera in the scenes is placed far from the mirages
at a specific height for each effect to be seen (they can only
appear if the observer’s line of vision forms an angle less
than one degree with the horizon). The error tolerance in the
Dormand-Prince RK5(4)7M method has been set to 10−9,
and the spectrum has been sampled in three wavelengths.
Figure 4 (top) shows our simulation of an inferior mirage,
which occurs when the ground is very hot and heats up the
air layers right above it, thus creating a steep temperature
gradient (30◦C in 20 meters). As a consequence, light rays
get bent upwards, and an inverted image of the Happy Bud-
dha and the background appears on the ground. The camera
is placed 10 meters above the ground. The image took 14
minutes to render.

Inversion layers are caused by an increase of air tem-
perature with height, reversing the standard behavior where
temperature decreases as a function of height. This happens
most commonly above cold sea waters, and the light rays get
bent downward, giving rise to the superior mirage. Figure 4
(middle) shows our simulation, modelling an inversion layer
with a temperature gradient of 23◦C. The apparent hole in
the mountains is actually formed by the superior inverted
image of the real mountains. The camera is placed also 10
meters above the ground, and the image took four minutes
and 32 seconds to render. The great decrease in rendering
time compared to the inferior mirage is owed to the simpler
geometry of the scene, since the far away mountains are tex-
tured low-resolution objects.

Maybe less known than the two previous examples, the
Fata Morgana occurs as a concatenation of both superior and
inferior mirages, and is a much rarer phenomenon. Figure
4 (bottom) shows our simulation with two inversion layers
with steep temperature gradients. There is an inferior mirage
image across the middle of the mountain plus a superior mi-
rage with the inverted image on top. The shape of the moun-
tain gets greatly distorted; the Fata Morgana has historically
tricked arctic expeditions, making them believe they were
seeing huge mountains that were just a complicated pattern
of upright and inverted images of the real, much lower hill
(Fata Morgana is in fact the name of a fairly enchantress
skilled in the art of changing shape, which she learnt from
Merlin the Magician). The camera is placed at 300 meters
(for the Fata to be visible it needs to be between the inver-
sion layers), and the rendering time was five minutes.

6. Discussion

The method described has been implemented in Lucifer, our
in-house global illumination renderer. It can handle multi-
ple inelastic scattering in inhomogeneous participating me-
dia with a varying index of refraction, thus rendering effects
such as mirages or fluorescence in ocean waters with full
lighting computation. It deals well with strong anisotropy
in the phase functions and the effects of backscattering,
since no discretizations of the scene must be performed,
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and thus the shortcoming of the only previous work on vol-
ume fluorescence [CS03] is overcome. It also supports real
light sources, with photometric data input specified in the
standard CIBSE TM14 format [CIB88]. This is a must for
predictive rendering and for generating physically accurate
data. The real light sources are sampled so that photons are
emitted proportionally to the distribution of the light, given
by its photometry.

Spectral images are calculated in high dynamic range, in
order to obtain accurate data from the simulations. For tone
reproduction purposes we map luminances to the display
based on the work by Ward et al. [LRP97] and Pattanaik
et al. [PTYG00]. To increase realism during the visualiza-
tion of the images, an additional operator has been added
which simulates the effects of chromatic adaptation in the
human eye. This operator is specially important in the real-
istic depiction of underwater imagery, where the cones in the
human eye might undergo a loss of spectral sensitivity after
having been exposed to the same wavelength for a long pe-
riod of time (underwater imagery being usually blue or green
mostly). The complete description of such operator can be
found in [GSMA04].

As stated in the introduction, the algorithm implemented
is general and physically-based. This allows us to use the
radiometric and photometric data obtained from the simula-
tions for any purpose other than rendering, such as profes-
sional architectural lighting or accurate simulations of deep
underwater vision, given the exact description of the lumi-
naire to be used and the water conditions. This accuracy ob-
viously increases rendering times compared to faked, ad-hoc
solutions. To improve efficiency, we impose an early light
path termination and an adaptive integration step while solv-
ing Fermat’s law. Choosing the Dormand-Prince RK5(4)7M
numerical method over the more standard Euler method has
produced speedups of up to 106.4. We have also used a par-
allel implementation on a six-PC Beowulf system of our
non-linear photon mapping algorithm, achieving additional
speedups between 4.2 and 4.8.

The non-linear photon mapping implementation allows us
to extend several sunset effects similar to the ones simulated
in [GSMA04], by including a thin layer of fog between the
observer and the sun. The solar disk gets distorted into dif-
ferent shapes, while light is scattered through the layer of
fog, thus achieving a "winter sunset" look (figure 5, left and
middle). Figure 5 right shows volume caustics generated by
a crystal sphere in a fluorescent medium.

Figure 6 shows several renders obtained with Lucifer. All
of them are lit by a Philips SW-type c© luminaire, speci-
fied according to the CIBSE TM14 format. The only light
source is immersed in the medium, so no caustics from the
interaction of sunlight with the surface appear. The medium
modelled does not emit light, although adding that to the
model is straightforward and would allow us to simulate
effects such as bioluminiscence in the water. Fluorescence

Figure 5: Sunset effects through a layer of fog. Left: flattened
sun. Middle: split sun. Right: Volume caustics in a fluores-
cent medium.

owed to inelastic scattering is computed according to the
varying concentrations of chlorophyll in each image (be-
tween 0.01 and 0.1mg/m3). The volume photon map in all
the images contains 500.000 photons, and the radiance esti-
mate used 250. Again, these high numbers are needed since
we compute direct lighting with the photon map. The top
two images represent a sunken boat along a Happy Bud-
dha in clear, shallow waters (left) or deep underwater with
a chlorophyll concentration of 0.05mg/m3(right). For the
bottom-left image, we have added a volume temperature
field that simulates a heat source outside the image as ex-
plained in [SGGC05], deriving the index of refraction us-
ing the formula n = 1 + To

T (no − 1) as proposed by Stam
and Languenou [SL96]. The distortions caused by the vary-
ing index of refraction are visible, similar to the character-
istic rippling in a real desert scene. The bottom-middle im-
age uses a smoke-like medium, modelled as a 3D turbulence
function, whereas the last to the right shows the effects of a
highly anisotropic medium. The images are 400 pixels wide
and took between 30 and 40 minutes to render, without any
penalty imposed by the anisotropy in the last image.

7. Conclusion and Future Work

We proposed a novel extension of the widely used photon
mapping technique, which accounts for multiple inelastic
scattering and can provide a full global illumination solution
in inhomogeneous media with a varying index of refraction,
where light paths are bent. No pre-lit textures are needed in
this case, since both direct and indirect lighting is calculated
from the photon map. The method is physically-based and
yields accurate high-dynamic results that can either be out-
put as an image to a display device (via tone mapping), or
used in other fields as raw data. Inelastic scattering is cal-
culated during the photon tracing stage, so the extra cost re-
quired is just a second Russian roulette per absorption. The
accompanying video shows the feasibility of the approach
for animations.

Practically all inelastic scattering effects in the visible
range of the spectrum mean a transfer of energy from shorter
to longer wavelengths. Nevertheless, the algorithm presented
in this work can handle rarer inelastic scattering events
where energy gets transferred from longer to shorter wave-
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Figure 6: Different images with inelastic scattering in participating media. Top left: very low chlorophyll concentration. Top
right: higher concentration yields more inelastic scattering events. Bottom left: distortions caused by a 3D temperature field.
Bottom middle: 3D turbulence field simulating smoke. Bottom right: highly anisotropic medium.

lengths (such as a fraction of the Raman scattering that oc-
curs naturally in several solids, liquids and gases [Mob94]),
since it does not follow a cascade, one-way scheme from
the blue end to the red end of the spectrum. The application
of these type of inelastic scattering to computer graphics is
probably just marginal, but the data generated can be very
useful to physicists or oceanographers. Adding phosphores-
cence effects could make use of the work by Cammarano
and Wann Jensen [CJ02], although a more straightforward
approach would be to use the decay function d(t) in each
frame. Any number of light sources can be used in the scene,
even with different photometric descriptions.

The bottleneck of the algorithm is solving the paths for
each photon and eye-ray using Fermat’s law. Although the
use of a Dormand-Prince method has drastically reduced
rendering times by two orders of magnitude, additional work
needs to be done to achieve near real-time frame rates. Im-
portance maps could be used for this purpose, although two
other promising fields of research lay ahead: the first one is
the implementation of the algorithm on GPUs, as proposed
by Purcell et al. [PDC∗03]. The second would try to take ad-
vantage of temporal coherence of light distribution, as pre-
sented by Myszkowski et al. [MTAS01].
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Abstract

Simulating the in-water ocean light field is a daunting task. Ocean waters are one of the richest participating me-

dia, where light interacts not only with water molecules, but with suspended particles and organic matter as well.

The concentration of each constituent greatly affects these interactions, resulting in very different hues. Inelastic

scattering events such as fluorescence or Raman scattering imply energy transfers that are usually neglected in the

simulations. Our contributions in this paper are a bio-optical model of ocean waters suitable for computer graph-

ics simulations, along with an improved method to obtain an accurate solution of the in-water light field based

on radiative transfer theory. The method provides a link between the inherent optical properties that define the

medium and its apparent optical properties, which describe how it looks. The bio-optical model of the ocean uses

published data from oceanography studies. For inelastic scattering we compute all frequency changes at higher

and lower energy values, based on the spectral quantum efficiency function of the medium. The results shown

prove the usability of the system as a predictive rendering algorithm. Areas of application for this research span

from underwater imagery to remote sensing; the resolution method is general enough to be usable in any type of

participating medium simulation.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Ocean water is arguably the richest participating medium in
terms of optical thickness and the number and type of inter-
actions that occur in it. This paper deals with the physically-
based rendering of underwater scenes by simulating the in-
water light field, based on a compact bio-optical model that
takes into account the dissolved and particulate matter, op-
tically influential constituents of the water. To ensure accu-
racy, we use published data obtained from a wide range of
literature in the field of oceanography. Our model is not re-
stricted to just the visible spectrum and can be adapted to
any type of known ocean water in particular, or to any kind
of participating medium in general.

Scattering in water is caused by interactions of light at
molecular level and with particles [Mob94]. It can be clas-
sified in two broad categories: elastic or inelastic scatter-
ing, depending on whether the scattered photon maintains
or changes its energy in the process. The inelastic scattering
events can be further subclassified according to the nature of
the energy transfer: Stokes scattering, when a molecule of the
medium absorbs the photon and re-emits it with a lower en-

ergy, and anti-Stokes scattering, when the re-emitted photon
has a higher energy. Both cases are covered by our model.
The process implies an energy transfer from wavelength λ′

to λ, with λ′ being the excitation wavelength and λ the re-
emitted wavelength. The former case implies a shift towards
longer wavelengths, whereas in the latter the scattered pho-
ton has a shorter wavelength. Major forms of elastic events
in water include Einstein-Smoluchowski scattering (see Sec-
tion 3.2), whereas for inelastic events, Raman scattering and
fluorescence are the two most prominent (see Section 3.3).

The presence and concentrations of the constituents in the
water determine its optical properties. These optical proper-
ties are divided in two classes: inherent and apparent. The
inherent optical properties (IOP) only depend on the con-
stituents of the water, whereas the apparent optical prop-

erties (AOP) are not properties of the aquatic medium it-
self, although they do depend on its characteristics. Typi-
cal IOP are the absorption coefficient, the scattering coef-
ficient or the scattering phase function. Some of the AOP
include irradiance reflectance, attenuation coefficients or the
average cosines [Pre76]. To obtain the in-water light field,
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we rely on the physically based theory of radiative trans-

fer [Cha60], which relates the IOP and AOP. More precisely,
the link is provided through the Radiative Transfer Equation
(RTE) [SCP94], which takes into account emission, absorp-
tion and elastic scattering. Unfortunately this equation can
not account for the phenomenon known as inelastic scat-

tering described previously, which is of significant impor-
tance in ocean waters. We consequently expand the RTE
by adding an extra term, thus obtaining the Full Radiative
Transfer Equation (FRTE) [Gla95] and solving it by using
an extended version of the method presented by Gutierrez et
al. [GMAS05]:

∂L(λ,~ωo)
∂x

= α(λ)Le(λ,~ωo)−κ(λ)L(λ,~ωo)

+σ(λ)
∫

Ω
p(λ,~ωi,~ωo)L(λ,~ωi)d~ωi

+
∫

Ω

∫
W

{
σ(λ′,λ) p(λ′,λ,~ωi,~ωo)L(λ′,~ωi)

}
dλ′

d~ωi (1)

where L is the radiance and ~ωi and ~ωo are, respectively, the
incoming and outgoing directions of that radiance. α, σ and
κ are the absorption, scattering and extinction coefficients
respectively. We assume Le(λ,~ωo) to be zero, thus making
the medium non-emissive. Note that the last term models the
inelastic scattering events and is expressed as a double inte-
gral over the domains of the solid angle Ω and wavelength
W . Here p(λ′,λ,~ωi,~ωo) is the phase function for inelastic
events and σ(λ′,λ) is the inelastic scattering function for
the energy exchange between λ′ and λ. For simplicity, when
considering elastic interactions (λ = λ′) parameters λ,λ′ are
simplified to a single parameter λ. For processes such as flu-
orescence, where the photons are inelastic scattered to longer
wavelengths, the function σ(λ′,λ) is usually expressed as:

σ(λ′,λ) = α(λ′) f (λ′,λ) (2)

where α(λ′) is the inelastic absorption coefficient and
f (λ′,λ) is the wavelength redistribution function, which
governs the efficiency of the energy transfer between wave-
lengths. It is defined as the probability of a photon of λ′ that
inelastically scatters being re-emitted at λ. Therefore, (2) ex-
presses the inelastic scattering as a percentage of the inelas-
tic absorption coefficient. Section 3.3 gives more details on
how to model this redistribution function f (λ′,λ).

Our research on water simulation encompasses the fields
of both computer graphics and oceanography, and it is free
from the restrictions of previous works. The main contribu-
tions of this paper are:

• A compact, parameterized bio-optical model of ocean wa-
ters which can be used in computer graphics applications.

• A resolution method based on the theory of radiative
transfer, which solves the FRTE by handling all kinds of
inelastic scattering events and modeling both absorption
and elastic scattering accurately. This method is based on
photon mapping [Jen01].

• A link between the IOP of water and the resulting light
field, which in turn defines its AOP, based on radiative
transfer theory.

The remainder of this paper is organized as follows: Sec-
tion 2 presents previous work on the simulation of light
transport in water bodies. In Section 3 a comprehensive bio-
optical model is developed, whilst section 4 presents our
simulation method. The paper ends with the results and con-
clusions.

2. Related work

The simulation of light transport in participating media
usually either relies on Monte-Carlo techniques for ray
tracing (Rushmeier and Torrance [RT87]; Nakamae et al.
[NKON90]; Tadamura and Nakamae [TN95]) or attempts to
solve the RTE, such as the method proposed by Kaneda et
al. [KYNN91]. Nishita et al. [NSTN93] display water from
outer space modifying this method, but both works only take
into account single scattering. In the work of Premoze and
Ashikhmin [PA01], no radiance due to scattering is calcu-
lated at all, using empirical equations based on experimental
data instead. Mobley [Mob94] developed a method to solve
the RTE analytically, but it cannot be extended to take into
account inelastic scattering. Recently, the Lorenz-Mie the-
ory has been generalized and applied to rendering natural
waters by Frisvad, Christensen and Jensen [FCJ07], also ne-
glecting the effects of inelastic scattering. Cerezo and Seron
[CS04] also develop a bio-optical model. Whilst the goal of
their work is closely related to ours, we overcome here sig-
nificant shortcomings:

• They use a discrete ordinate method, which requires an
angular and spatial discretization of the volume to be ren-
dered. This imposes high memory requirements which se-
riously limit the complexity of the scenes that can be re-
produced.

• In their work, inelastic scattering simulations are limited
to fixed re-emissions in the 680 nm. wavelength..

• They cannot provide a full solution to the light transport
problem.

Gutierrez et al. [GMAS05] present a method that deals
with participating media in which the index of refraction is
not homogeneous, while also taking into account the sim-
ulation of some inelastic scattering events. They apply their
method to the simulation of underwater imagery using a sim-
plified, four-parameter model of ocean waters. In this regard,
our paper offers improvement in the following ways:

• Our bio-optical model of ocean waters is more complete,
thus making the simulations more accurate.

• They also fail to develop a complete description for the
complex inelastic scattering events that occur underwater,
and the method is limited to re-emissions at lower energy
levels and at fixed wavelengths. In this paper all inelastic
scattering events can be modeled, including Anti Stokes

scattering events like Raman scattering (see Section 3.3).
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• We additionally offer simulations using real data from dif-
ferent seas as a means of visual validation.

3. The Bio-Optical Model

The various constituents of ocean water have a great influ-
ence in its optical properties. In order to solve the forward
problem in ocean optics, the IOP have to be modeled and
used in the FRTE. The values of these IOP can be obtained as
the sum of the contributions of pure water and the dissolved
particles and particulate matter present in the water, as pro-
posed in [Mob94]. Optically pure water is devoid of any dis-
solved or suspended matter, and thus there is no scattering
or absorption owed to particles or organic material [Mor74].
For saline pure water the salt concentration (35 to 39 parts
per thousand) does influence the scattering and absorption
functions. In particular it absorbs most wavelengths except
for blue, with the absorption coefficient peaking at 760 nm,
and reaching a minimum at 430 nm.

We develop our bio-optical model from three main IOP,
with others like the extinction coefficient or the albedo de-
rived from those three. These IOP are the absorption coeffi-
cient (3), the scattering coefficient (4) and the phase function
(5), which for the elastic case can be written as (see Table 4
for a more detailed description of the functions used, includ-
ing both the elastic and inelastic cases):

α(λ) =αw(λ)+∑
i

αi(λ) (3)

σ(λ) =σw(λ)+∑
i

σi(λ) (4)

p(λ,θ) =
σw(λ)
σ(λ)

pw(λ,θ)+∑
i

σi(λ)
σ(λ)

pi(λ,θ) (5)

where θ is the angle between the incoming ~ωi and outgoing
~ωo directions, the subscript w stands for the contribution of
the pure water (fresh or salty) and the subscript i stands for
the constituents in the water body such as biological particles
or dissolved substances. We include three types of such con-
stituents in our model, namely CDOM (Colored Dissolved
Organic Matter, also know as yellow matter, present mainly
in shallow ocean waters and harbors), phytoplankton (micro-
scopic plants rich in chlorophyll) and minerals and organic
detritus. The rest of this section will characterize the three
main IOP (with elastic and inelastic scattering treated sep-
arately) for pure water and the three constituents. The next
section will show how radiative transfer theory is applied to
simulate the light field (which define the AOP) and render
the final images.

3.1. Modeling Absorption

For the spectral absorption function of pure water αw(λ)
we rely on the work of Smith and Baker [SB81], whose
tabulated values are well known in oceanography studies
(shown in Table 1). Following further studies by Pope and

Fry [PF97], we use those values as an upper bound, to ac-
count for the fact that the true absorption can be, in fact,
lower. The function shows that absorption is more prominent
both in the UV and red ends of the spectrum. [PF97] also
shows that absorption by salt in oceanic water is negligible.
Based on the data by Bricaud, Morel and Prieur [BMP81],
we model absorption by CDOM by fitting an exponential
curve of the form:

αy(λ) = αy(λ0)e
−Sy(λ−λ0) (6)

where the subscript y denotes the constituent CDOM. λ0 is a
reference wavelength, often chosen to be 440 nm for yellow
matter, and Sy is the slope of the semilogarithmic absorp-
tion curve [Kir94]. Sy is usually taken to be constant, with
a value of 0.014 nm−1, but has been found to vary both ge-
ographically and temporally, and is also dependent on the
wavelength range over which it is calculated [BMP81]. The
values of absorption αy(λ0) at reference wavelengths also
vary in a range between 0.01 m−1 to 20 m−1, as a function
of turbidity [Kir94].

Phytoplankton absorbs a great amount of visible light,
due to its chlorophyll pigment. The absorption function for
chlorophyll peaks strongly at 430 nm and 670 nm, being
very weak in the mid range of the visible spectrum (thus the
more phytoplankton the greener the hue of the water). The
concentration of the chlorophyll in the water usually ranges
from 0.01 mg/m3 for open waters to 100 mg/m3. The spec-
tral absorption coefficient of the phytoplankton is usually ex-
pressed as a function of this concentration C as:

αp(λ) = C α∗

p(λ) (7)

where C can be defined as the concentration of the main
pigment chlorophyll-a (Chla) or as the sum of the concen-
trations of Chla and its degradation products, the pheopig-
ments. α∗

p is the specific spectral absorption coefficient (the
absorption per unit of concentration) for a particular species
of phytoplankton, given in m2/mg. Typical values for spe-
cific absorptions of different species of phytoplankton can
be found in the work of Sathyendranath, Lazzara and Prieur
[SLP87] (see Table 1). A rough correspondence between
chlorophyll concentrations and several oceanic water types
is given by Morel [Mor88]. The absorption owed to organic
detritus and minerals can be approximated by an exponential
function, according to Roesler, Perry and Carder [RPC89]:

αd(λ) = αd(λ0)e
−Sd(λ−λ0) (8)

Here the reference wavelength 400 nm is selected for λ0 and
typical values for the exponent coefficient Sd will be in the
range between 0.006 nm−1 to 0.014 nm−1, although 0.011
nm−1 is the most common value [RPC89]. Further studies
confirm that the absorption spectra of minerals and detritus
is well described by an exponential function with an average
slope Sd of 0.0123 nm−1, with slightly lower values than
predicted at wavelengths below 440 nm [BSF∗03].
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Table 1: Absorption coefficient for a clear water body αw (after Smith and Baker [SB81]) and specific absorption coefficient

for phytoplankton α∗

p (after Sathyendranath, Lazzara and Prieur [SLP87]).

λ [nm] 380 440 500 550 610 670 720 780
αw [cm−1] 0.00022 0.000145 0.000257 0.000638 0.00289 0.0043 0.01169 0.0236
α∗

p [m2 ·mg−1] 0.025 0.035 0.02 0.01 0.007 0.015 0.001 0.0001

3.2. Modeling Elastic Scattering

For the pure water term we use the volume scattering func-
tion defined by the Einstein-Smoluchowski theory [Maz02],
which models scattering at molecular level as small-scale
fluctuations. Whilst usually Rayleigh’s scattering is used in-
stead, Einstein-Smoluchowski provides more accurate re-
sults, is well defined and imposes no overheads in the simu-
lations. Its scattering coefficient and phase function are given
by:

σw(λ) =16.06βw(λ0,90◦)
(

λ0

λ

)4.32

(9)

pw(θ) =0.06225
(

1+0.835cos2 θ
)

(10)

Typical values for βw(λ0,90◦) for both fresh and saline
pure water are given in [Mor74]. These values range from
14.1 ·10−4 m−1 to 134.5 ·10−4 m−1. All the scattering pro-
duced by CDOM has inelastic nature and thus will be de-
scribed in next section.

Gordon and Morel [GM83] found that phytoplankton,
even in small concentrations, also contribute to the total elas-
tic scattering in the water. Its contribution is given by:

σp(λ) =
(

550
λ

)
0.30C

0.62 (11)

where the constant 0.30 is selected to fit the data collected
from many types of waters. The actual upper bound for this
constant has a value of 0.45 [GM83]. The phase function
due to phytoplankton is given by an isotropic function (pp =
1/π).

The elastic scattering caused by organic detritus and min-
erals can be modeled based on Mie theory [GSO03]. The
Henyey-Greenstein phase function models forward scatter-
ing fairly well but fails to reproduce backscattering with the
same precision. We found that we can achieve a better fit
by using a Two-Terms Henyey-Greenstein phase function
(TTHG) [HG41]:

pd(θ,ζ,g f ,gb) = ζ pHG(θ,g f )+ (1− ζ) pHG(θ,gb) (12)

where ζ is a weighting function between zero and one. This
common way of utilizing this combination defines a forward
scattering lobe (first term), plus a backscattering lobe (sec-
ond term), with g f ∈ [0..1] and gb ∈ [−1..0]. pHG represents
a simple Henyey-Greenstein phase function (HG):

pHG(θ,g) =
1−g2

(1+g2 −2gcosθ)3/2
(13)

The TTHG function not only models backscattering more
precisely, but it can describe more complex particle scatter-
ing models, improving the fit at large and small angles as
well. The shape of each of the two HG functions can be ap-
proximated by an ellipsoid, avoiding the relatively expensive
exponent in its evaluation. The observation was first intro-
duced by Schlick [BLSS93]. Due to the great variety of par-
ticulate matter, the scattering coefficient σd can adopt a wide
range of values. Table 2 shows typical values of this function
(data after Stramski et al. [SBM01]).

3.3. Modeling Inelastic Scattering

For inelastic scattering, we need to model the possibility of
an absorbed photon being re-emitted at a different wave-
length. (2) includes a term f (λ′,λ) known as wavelength

redistribution function, which represents the efficiency of
the energy transfer between wavelengths. It is defined as
the quotient between the energy of the emitted wavelength
and the energy of the absorbed excitation wavelength, per
wavelength unit. Reformulating in terms of photons instead
of energy we have the spectral quantum efficiency function

η(λ′,λ), defined as the ratio between the number of photons
emitted at λ per wavelength unit, and the number of absorbed
photons at λ′. Both functions are dimensional (nm−1), and
are related as follows:

f (λ′,λ) = η(λ′,λ)
λ′

λ
(14)

The wavelength redistribution function f , and therefore
its associated spectral quantum efficiency function η, can be
seen as a re-radiation matrix. A related dimensionless func-
tion that describes inelastic scattering is the quantum yield

Γ(λ′), defined as the total number of photons emitted at all
wavelengths divided by the number of photons absorbed at
excitation wavelength λ′. It is related to the spectral quantum
efficiency function by:

Γ(λ′) =
∫

W
η(λ′,λ)dλ (15)

The three functions Γ(λ′), f (λ′,λ) and η(λ′,λ), depend
on both the medium and the type of inelastic event. The two
inelastic events with more influence in the in-water light field
are fluorescence and Raman scattering. Phytoplankton and
CDOM are important fluorescence sources, whilst Raman
scattering is produced by pure water; minerals and detritus,
on the other hand, do not produce any inelastic event.
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Table 2: Scattering coefficient for detritus σdt and minerals σm (After Stramski et al. [SBM01]).

λ [nm] 380 440 500 550 610 670 720 780
detritus σdt [m−1] 0.045 0.0375 0.0325 0.03 0.0285 0.0275 0.027 0.027
minerals σm [m−1] 0.0675 0.0525 0.05 0.045 0.04 0.036 0.034 0.032
total σd [m−1] 0.1125 0.09 0.0825 0.075 0.0685 0.0635 0.061 0.059

3.3.1. Fluorescence

Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′, and re-emits it at a longer wavelength λ ac-
cording to the fluorescence efficiency function ηF (λ′,λ). For
the two main sources of fluorescence (phytoplankton and
CDOM), re-emission follows an isotropic phase function.
For phytoplankton, the wavelength of the re-emitted pho-
tons is independent of the excitation wavelength, although
the intensity does show wavelength dependency [Mob94].

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are mainly due to the variation in the con-
centration and type of the suspended microorganisms, spe-
cially phytoplankton and its related chlorophyll concentra-
tion, which presents an absorption function peaking at 350
nm and rapidly decaying to almost zero beyond 500 nm.
Only wavelengths between 370 and 690 nm can trigger flu-
orescence due to phytoplankton. This can be modeled as a
dimensionless function gp(λ′) so that:

gp(λ′) ≡
{

1 if 370 ≤ λ′ ≤ 690 nm
0 otherwise

(16)

The wavelength-independent quantum yield for phyto-
plankton Γp(λ′) ranges from 0.01 to 0.1. Using (14) and
(16), the relationship between the wavelength redistribution
function fp(λ′,λ) and the spectral quantum efficiency func-
tion ηp(λ′,λ) is:

fp(λ′,λ) = ηp(λ′,λ)
λ′

λ
≡ Γp gp(λ′)hp(λ)

λ′

λ
(17)

where hp(λ) is the fluorescence emission function per
unit wavelength, and can be approximated by a gaussian
[Mob94]:

hp(λ) =
1√

2πλσ
exp

{
− (λ−λ0)

2

2(λσ)2

}
(18)

λ0 = 685nm is the wavelength of maximum emission and
λσ = 10.6nm represents the standard deviation. Using (7)
and (17) we can now compute the inelastic scattering coeffi-
cient owed to phytoplankton σp(λ′,λ) following (2).

The other important source of fluorescence in water is
CDOM. For relatively high concentrations of CDOM, its
quantum yield Γy(λ′) varies between 0.005 and 0.025. Fol-
lowing the work of Hawes [Haw92] we use the following
formula to describe its spectral fluorescence quantum effi-
ciency function:

Table 3: Water constituents and interactions

Constituent Absorption Elastic Scat. Inelastic Scat.
Pure water (w) Yes Yes Raman Scattering
Minerals, detritus (d) Yes Yes No
Phytoplankton (p) Yes Yes Fluorescence
CDOM (y) Yes No Fluorescence

fy(λ′,λ) = A0(λ′)exp


−


 1

λ
− A1

λ′
−B1

0.6
(

A2
λ′

+ B2

)



2


λ′

λ
(19)

where A0, A1, A2, B1 and B2 are empirical parameters whose
values depend on the specific composition of the CDOM and
can be found in [Mob94] (see Table 5). A1 and A2 are di-
mensionless, whereas the rest are given in nm−1. Like flu-
orescence due to phytoplankton, we can use (6) and (19) to
compute the inelastic scattering coefficient σy(λ′,λ) follow-
ing (2).

Our model can be easily extended to account for phos-
phorescence phenomena, which are intrinsically similar to
fluorescence and are governed by the phosphorescence ef-

ficiency function. The only difference is that the re-emitted
energy declines with time according to a function d(t).

3.3.2. Raman scattering

Raman scattering influences the in-water light field, spe-
cially at great depths where sun irradiance becomes zero and
only Raman radiance remains. It occurs when vibration and
rotation in water molecules exchange energy with incom-
ing photons, re-emitting them with approximately the same
wavelength, but allowing for small shifts towards longer or
shorter wavelengths. It can also be considered a spontaneous
process. To isolate Raman inelastic events from fluorescence
and other scattering events, it is usually studied in pure wa-
ter, filtered several times, so that the second term in (4) be-
comes zero.

The Raman wavelength redistribution function fw(λ′,λ)
is usually described in terms of a sum of four Gaussian func-
tions [Mob94]:

fw(λ′,λ) =
107

λ′2

∑4
j=1 Ai

1
∆ν̃i

exp

{
−

[
107

(
1

λ′
− 1

λ

)
−ν̃i

]2

∆ν̃i
2

}

√
π

4 ln 2 ∑4
j=1 A j

(20)

where ν̃ is the wavenumber (ν̃ = 107/λ) given in cm−1. Typ-
ical parameter values Ai, ν̃i and ∆ν̃i for the Raman redis-
tribution function are given by Walrafen [Wal69] and are
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shown in Table 5. The inelastic scattering coefficient can
now be obtained using αw and fw in (2).

4. The simulation method

Having so far developed our bio-optical model, we can now
formalize it into a set of parameters and equations to fully
simulate the in-water light field. To summarize, the four con-
stituents of the model and their interactions with light are
given in Table 3. Table 4 shows how the main functions that
define the model are derived from IOP and related functions
at constituent level.

Table 4: The main functions of the model

Equations
α(λ) = αd(λ)+αp(λ)+ αw(λ)+ αy(λ)
σ(λ) = σw(λ)+ σd(λ)+ σp(λ)
p(λ,θ) = σw(λ)pw(λ,θ)+σd (λ)pd (λ,θ)+σp(λ)pp(λ,θ)

σ(λ)
κ(λ) = α(λ)+ σ(λ)
αI(λ′) = αp(λ′)+ αw(λ′)+ αy(λ′)

pI(λ′,λ,θ) = αp(λ′)pp(λ′,λ,θ)+αw(λ′)pw(λ′,λ,θ)+αy(λ′)py(λ′,λ,θ)
αI (λ′)

fI(λ′,λ) = αp(λ′) fp(λ′,λ)+αw(λ′) fw(λ′,λ)+αy(λ′) fy(λ′,λ)
αI (λ′)

Table 5: Parameters of the model

Parameter Equations Simulated values Units
C (7) (11) [0..1.0] mg

m3

αd(400) (8) [0..0.1] m−1

αy(440) (6) [0..0.1] m−1

Sy (6) 0.014 nm−1

Sd (8) 0.011 nm−1

A0 (19) 150
700 nm−1

A1 (19) 4 -
A2 (19) 4 -
B0 (19) 1

450·10−7 nm−1

B1 (19) 1
650·10−7 nm−1

Γp (17) 0.1 -
Γy (19) 0.025 -
Ai, i = 1..4 (20) 0.41,0.39,0.10,0.10 -
ν̃i, i = 1..4 (20) 3250,3425,3530,3625 -
∆ν̃i, i = 1..4 (20) 210,175,140,140 -

The model allows for easy adjusting of its parameters
to simulate different types of water and thus obtain differ-
ent in-water light fields. As well as minerals and detritus,
other particulate components of water can be added from
oceanographic studies (although minerals and detritus have
the greatest influence in the final appearance of water). Mie
theory can again be used to model the scattering by these
new particles, and the phase function can be approximated
by using a Two Terms Henyey-Greenstein phase function
(12). An overview of the most significant parameters of the
model, the equations in which they can be found and the cor-
responding values used for the simulations in this paper can
be found in Table 5. Note that for simplicity we have not in-
cluded the values that are already specified throughout the
text during the explanation of the bio-optical model (more

specifically, those included in tables 1 and 2). The first three
correspond to the parameters analyzed in Figure 2.

Once we have formalized the model into a set of equa-
tions, we rely on radiative transfer theory to obtain a solu-
tion for the in-water light field. We solve the Full Radia-
tive Transfer Equation (1) by extending the traditional pho-
ton mapping algorithm [Jen01] by taking into account all ten
different events specified in Table 3, while allowing for both
Stokes or anti-Stokes inelastic scattering. This enhancement
is done in both stages: photon tracing and radiance estima-
tion.

During the photon tracing stage in the original photon
mapping method [Jen01], a Russian roulette algorithm is
triggered at each interaction with the medium, deciding
whether the photon is scattered or absorbed. In [GMAS05]
the authors add a second Russian roulette which separates
absorption from inelastic scattering; in the latter case, a new
photon is generated at a different wavelength, but the al-
gorithm considers just a single type of inelastic event with
Stokes behavior. No anti-Stokes events are simulated. In
contrast, our method uses just a single Russian roulette to
choose between ten different kinds of interactions (includ-
ing three types of inelastic events where the photons may
gain or lose energy), and can be easily extended to handle
an arbitrary number of different interactions. Finally, we im-
prove the radiance estimation stage over previous methods
by adding a term to take into account the contributions from
the inelastic scattering events. The next subsections present
the algorithm in more detail.

4.1. Stage 1: Photon tracing

We shoot photons from the light sources and let them interact
with the geometry and the medium according to its optical
distance, which is a function of the extinction coefficient (as
in the original photon mapping method). We statistically de-
cide at each interaction which type of event occurs (refer to
Table 3) with just a single Russian roulette. At the interac-
tions, photons are stored in a kd-tree as in traditional photon
mapping.

The wavelength spectrum is box sampled into Nλ samples,
so absorption (α(λ)) and scattering coefficients (σ(λ)) are
implemented as Nλ-dimensional arrays while wavelength re-
distribution functions ( f (λ′,λ)) are implemented as Nλ×Nλ

square matrices. Each of the photons carries information
about a portion of flux (∆Φ) at a certain sampled wavelength
(λ′). Importance sampling is used for computing the optical
distance, so ∆Φ does not change along the photon tracing
stage, while λ′ changes for inelastic scattering events.

In order to apply the Russian roulette algorithm, we will
define an albedo Λ j(λ) for each interaction j as follows:

• If interaction j represents an elastic scattering event, then

Λ j(λ) = σ j(λ)
κ(λ)

• If j represents an absorption interaction that does not
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show inelastic scattering (detritus and minerals, basi-

cally), then Λ j(λ) = α j(λ)
κ(λ)

• For each absorption interaction that could generate inelas-
tic scattering (pure water, phytoplankton and CDOM) we
define its inelastic probability (χ j), the probability that an
absorption event generates an inelastic scattering event:

χ j(λ
′) =

∫ λb

λa

fI(λ
′,λ)dλ ≈

Nλ

∑
i=1

fI(λ
′,λi) (21)

where λa and λb are the lower and upper limits of the
simulated wavelengths, and i ∈ [1..Nλ] refer to samples in
wavelength domain:

– If interaction j represents the effective inelastic scat-
tering event within the absorption interaction: Λ j(λ) =
α j(λ)
κ(λ) χ j(λ)

– If interaction j represents the pure absorption event
(no inelastic scattering happening at all): Λ j(λ) =
α j(λ)
κ(λ) (1−χ j(λ))

Thus, at each interaction a random number ξ between 0
and 1 is generated resulting in (between parenthesis, exam-
ple values of Λ j at λ = 500nm that determine the size of the
corresponding interval are included):

• ξε[0,ξ1) → absorption by pure water (2.51 ·10−1).
• ξε[ξ1,ξ2) → Raman scattering, inelastic scattering by

pure water (1.21 ·10−9).
• ξε[ξ2,ξ3) → absorption by minerals and detritus (7.12 ·

10−2).
• ξε[ξ3,ξ4) → absorption by phytoplankton (4.90 ·10−3).
• ξε[ξ4,ξ5) → inelastic scattering by phytoplankton (2.18 ·

10−3).
• ξε[ξ5,ξ6) → absorption by CDOM (7.83 ·10−2).
• ξε[ξ6,ξ7) → inelastic scattering by CDOM (1.21 ·10−2).
• ξε[ξ7,ξ8)→ elastic scattering by pure water (7.44 ·10−3)
• ξε[ξ8,ξ9) → elastic scattering by minerals and detritus

(2.94 ·10−1).
• ξε[ξ9,1] → elastic scattering by phytoplankton (2.79 ·

10−1).

where ξi(λ) is given by ξi(λ) = ∑
i
j=1 Λ j(λ)

To compute the new re-emitted wavelength after a inelas-
tic scattering event i, the normalized wavelength redistribu-

tion function fi(λ′,λ)
χi(λ′) is treated as a probability distribution

function (PDF) given the excitation wavelength λ′. To sam-
ple it efficiently we first build its normalized cumulative dis-
tribution function (CDF) and then inverse importance sam-
ple this CDF. Greater values of the PDF for a given wave-
length will translate to steeper areas of the CDF, thus in-
creasing the probability of a re-emission at such wavelength.
Note that the definition of fi(λ′,λ) is not limited to the vis-
ible spectrum, which might result in re-emissions happen-
ing at wavelengths beyond the visible spectrum. However,
as χi(λ′) is limited to the simulated (visible) spectrum, only
inelastic interactions within this spectrum are considered. It
could happen that a photon inelastically scattered at such

wavelengths suffers a second inelastic scattering event that
brings it back to the visible light range. Given the low prob-
ability of this chain of events and our computer graphics ap-
proach, we assume that a photon beyond the visible spectrum
is definitely absorbed. Figure 1 shows a global overview of
the algorithm during the photon tracing stage.

P h o t o n

A b s o r p t i o n
E l a s t i c

s c a t t e r i n g

Ine las t i c

s c a t t e r i n g

R u s s i a n

R o u l e t t e

W a v e l e n g t h  s a m p l i n g

Figure 1: Photon tracing algorithm. Inelastic scattering

events generate a photon with a different associated wave-

length according to the wavelength redistribution function.

4.2. Stage 2: radiance estimate

To estimate radiance we adopt a tradeoff between speed and
memory requirements similar to the proposed by Jensen and
Christensen [JC98]: we only store photons in the photon map
if they have been reflected or transmitted from surfaces, or if
they have already been scattered at least once. Thus, we can
compute single scattering more efficiently by ray marching
through the medium and sampling the light sources by cast-
ing shadow rays. Taking into account the wavelength redis-
tribution function for inelastic scattering, a new addend will
be added at each step of the ray marching process:

N

∑
l=1

Nλ

∑
i=1

{
Ll

(
λ′

i ,~wl

)
pI

(
λ′

i ,λ,~wl ,~wo

)
αI

(
λ′

i

)
fI

(
λ′

i ,λ
)

∆x

}
(22)

where i ∈ [1..Nλ] and l ∈ [1..N] refer to samples in the wave-
length and light source domain respectively, ~wl is the direc-
tion to the light with an incoming radiance Ll and ∆x repre-
sent the ray marching steps.

Multiple scattering will be computed from the photon
map, finding in the kd-tree the n photons which are closest
to the estimation point by using the typical nearest neigh-
bours algorithm. To account for multiple inelastic scattering
we modify the radiance estimate expression of [JC98] by in-
cluding a new term:

n

∑
k=1

{
pI

(
λ′

k,λ,~wk,~wo

)
fI

(
λ′

k,λ
) ∆Φk

4
3 πr2

}
(23)

where r is the radius of the sphere that contains the n closest
photons, and k represents each of the stored photons.

5. Results

We have used the values from Table 5 for our simulations.
In the images produced we only vary the chlorophyll con-
centration C, minerals and detritus turbidity αd(400) and
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(a) C = 0,αd = 0, αy = 0 (b) C = 0.01,αd = 0, αy = 0 (c) C = 0.1,αd = 0, αy = 0 (d) C = 1,αd = 0, αy = 0

(e) C = 0,αd = 0.1, αy = 0 (f) C = 0.01,αd = 0.1, αy = 0 (g) C = 0.1,αd = 0.1, αy = 0 (h) C = 1,αd = 0.1, αy = 0

(i) C = 0,αd = 0, αy = 0.1 (j) C = 0.01,αd = 0, αy = 0.1 (k) C = 0.1,αd = 0, αy = 0.1 (l) C = 1,αd = 0, αy = 0.1

Figure 2: Resulting pictures varying the chlorophyll concentration C, the minerals and detritus turbidity αd at 400nm and the

CDOM turbidity αy at 440nm.

CDOM turbidity αy(440). The choice of those three param-
eters to reduce the dimensionality of the model was based
on their greater overall influence on the resulting light field.
The photon map contains 400000 photons, with 250 used in
the estimation of radiance. Ray-marching depth is set at 200
steps. Each of the images has been rendered in a Dual Xeon
Pentium 4 at 2.8GHz with 2GB RAM at 512× 384 resolu-
tion, casting one ray per pixel, and took approximately 20
minutes to render. This time is roughly independent of the
number of parameters of the bio-optical model. In order to
reduce these computation times, several optimization tech-
niques could be adopted, like using adaptive ray-marching
or radiance caching strategies [JDZJ08]. Additionally, per-
ceptual issues could be taken into account, using just an ap-
proximate solution in areas of the image where the error is
known to be perceptually negligible [SGA∗07].

Energy balances show that on average almost 99% of the
energy emitted by the light sources is absorbed after just a
few interactions of the photons, with very incremental vari-
ation after the fourth interaction and negligible contribu-
tion after the fifth. This relatively fast convergence is due
to the strong absorption in water. We have therefore lim-
ited the number of interactions per photon to five, in order
to speed up the simulations. Variations of the parameters
C, αd(400) and αy(440) yield different probabilities for ab-
sorption, elastic and inelastic scattering events, which in turn

affect the in-water light field. The results can be seen in Fig-
ure 2, with each of the varying parameters influencing the
final light field as follows:

• Chlorophyll concentration (C) affects mainly both elastic
and inelastic scattering. The effects of inelastic scattering
are mostly masked by the more predominant elastic scat-
tering and absorption, which increases slowly. The third
column in Figure 2 shows brighter images than the pre-
vious two due to in-scattering. For higher values (fourth
column), out-scattering prevails and the images become
darker.

• Minerals and detritus turbidity (αd(400)) increases ab-
sorption at lower wavelengths, thus reducing the bright-
ness of the scene and the overall blue hue. Scattering is
also increased, making the images appear murkier. Figure
2 shows variations of the minerals and detritus turbidity
between the first and second rows for direct comparison.

• CDOM turbidity (αy(440)) slightly increases absorp-
tion (darker images) and introduces inelastic scattering
(change in hue). This can be seen by comparing the first
and third rows in Figure 2.

We have undergone a visual validation of our model by
rendering different natural waters. Figure 3 shows the result-
ing underwater images for Atlantic, Mediterranean, Baltic,
North Sea and shallow coastal waters rich in CDOM respec-
tively. All the images have been simulated at the same depth

c© 2007 The Author(s)
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Figure 3: Rendered images of different waters. From left to

right: Atlantic, Mediterranean, Baltic, North Sea and shal-

low coastal waters rich in CDOM. Smaller patches below for

comparison purposes by Frisvad et al. [FCJ07] (used with

permission).

and are illuminated by the same isotropic point light source.
The changes in color are clearly noticeable, from a darker
blue in the case of Atlantic water, to the greener hue in the
image of the North Sea. The smaller patches below the first
four images correspond to the simulations by Frisvad et al.
[FCJ07] for the same types of water, and are shown for com-
parison purposes. Our simulations based on radiative trans-
fer approximately match their simulations based on Lorenz-
Mie theory. The differences are mainly owed to two factors:
on the one hand, the overall darker tone in our images is due
to in-water absorption, whereas [FCJ07] renders the surface

of the water body; on the other hand, the absence of inelas-
tic scattering effects in [FCJ07] can have a visible influence
the final appearance of water, as shown in Figure 4 for the
Baltic case. The properties of the water have been adjusted
according to measurements found in [BSF∗03] [Mob94] for
our bio-optical model and [BSF∗03] in the model by Frisvad
et al. In both cases, it is only the changes in the constituents
of the waters which yield the different colors. We have addi-
tionally performed a numerical analysis of the in-water radi-
ance field, to quantify the influence of each constituent. The
results can be seen in Figure 5.

6. Conclusion

We have presented a complete bio-optical model of ocean
water based on parameterizing its intrinsic optical proper-
ties. Relying on radiative transfer theory, we obtain the re-
sulting in-water light field by extending the rendering algo-
rithm presented in [GMAS05]. The extension can now han-
dle more complex interactions between light and water, in-
cluding inelastic scattering with anti-Stokes behavior, where
the scattered photon absorbs energy from the medium and is
re-emitted at higher energies. We have additionally studied
the influence of the parameters in the apparent optical prop-
erties of water in the scene, which are defined by the light
field obtained. We have performed an energy-balance anal-
ysis, and visual validation of the method has been provided
by direct comparison with images by Frisvad et al. [FCJ07],
rendering different types of waters based on published con-
stituent data.

We have included Raman scattering by pure water and
fluorescence by phytoplankton and CDOM as inelastic scat-
tering events with energy transfers. Even though their com-
bined quantitative contribution to the overall radiance field

is usually less than 2% (see Figure 5), this relatively small
percentage does have a clear influence on the apparent op-
tical properties, as Figure 4 shows. We thus argue that
these events, usually overlooked in computer graphics litera-
ture, are qualitatively important for underwater imagery and
should be included in a complete simulation. Other types
of inelastic scattering such as Compton, Bragg or Brillouin

could also be added, although their influence is more incre-
mental. Other particulate elements could be easily added as
well just by including their corresponding absorption and
scattering coefficients in the model; however, the three con-
stituents treated here (phytoplankton, minerals and detritus
and CDOM) have the most influence in the final radiance
field.

The results show how the model developed can easily
be used for physically-based simulations of underwater im-
agery. We believe this work can be of interest not only in
the computer graphics community, but in remote sense or
oceanographic studies as well.

Figure 4: The influence of inelastic scattering in the appar-

ent optical properties of water (Baltic sea): Left, no inelastic

scattering. Center, just chlorophyll inelastic scattering (as

in [GMAS05]). Right, all inelastic scattering events included

in the simulation.

Figure 5: Radiance distribution of the resulting in-water

light field per type of event (Baltic Sea).
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Abstract

Virtually all structured light methods assume that the
scene and the sources are immersed in pure air and that
light is neither scattered nor absorbed. Recently, how-
ever, structured lighting has found growing application
in underwater and aerial imaging, where scattering ef-
fects cannot be ignored. In this paper, we present a com-
prehensive analysis of two representative methods - light
stripe range scanning and photometric stereo - in the pres-
ence of scattering. For both methods, we derive physical
models for the appearances of a surface immersed in a
scattering medium. Based on these models, we present
results on (a) the condition for object detectability in
light striping and (b) the number of sources required for
photometric stereo. In both cases, we demonstrate that
while traditional methods fail when scattering is signifi-
cant, our methods accurately recover the scene (depths,
normals, albedos) as well as the properties of the medium.
These results are in turn used to restore the appearances
of scenes as if they were captured in clear air. Although
we have focused on light striping and photometric stereo,
our approach can also be extended to other methods such
as grid coding, gated and active polarization imaging.

1 Introduction

Structured lighting has received wide attention since the
early work of Will and Pennington [28]. Virtually all
structured lighting techniques modulate the appearance
of a surface (or volume) by projecting a particular pat-
tern of light onto it [15]. Often this modulation makes
subsequent processing of acquired images simple; the cor-
respondence problem and issues related to calibration are
often alleviated [6; 13; 30] and accurate 3D reconstruction
is obtained irrespective of the complex surface texture [20;
21]. As a result, structured lighting has been a key en-
abling technology for several industrial applications such
as assembly, alignment and inspection.
An implicit assumption made in most structured light
methods is that light is neither scattered nor absorbed by
the medium in which the scene and sources are immersed
(as in pure air). This assumption, however, is violated in
several media including atmospheric conditions (fog, haze,
mist), fluids (murky water, milk) and smoke. An optical
image taken in such a medium suffers from significant loss
of contrast and attenuation of brightness. Further, this
degradation increases exponentially with distance, mak-
ing it hard to capture meaningful images of scenes that
are not near the imaging system. Thus, it is critical to

∗This work is supported by an ONR contract #N00014-05-1-
0188. The authors also thank Estuardo Rodas for building the tank
used for the experiments in this paper.

take into account the effects of scattering while applying
structured light methods in such media.
But why use structured light in scattering media at all?
Consider, for example, underwater optical imaging. Be-
cause of scattering by impurities in water, natural sources
such as daylight attenuate completely before reaching sig-
nificant depths. So, deep underwater (semi-)autonomous
vehicles rely on active illumination to explore wreckages1,
find mines, and inspect vessels, docks and rigs, thus play-
ing a key role in maintenance, construction and rescue
scenarios. A variety of structured lighting techniques
have been developed for these applications, ranging from
using thin laser beams [14], to using a number of care-
fully spaced confocal sources [17], to more sophisticated
time-gated [19] and synchronization-gated techniques [7].
While these methods enhance visibility (resulting in bet-
ter detection of targets), they do not explicitly analyze
the appearances of scenes under structured light2.
In this paper, we are interested in both enhancing vis-
ibility using structured light and also in analyzing the
acquired images to recover properties of the scene and
the medium. To achieve this, three relevant questions
must be addressed. First, what are the scattering effects
that result from the interaction of structured light with
the medium and the scene? Second, how do we over-
come these scattering effects to obtain the results that
the structured light methods were traditionally designed
for?3 Third, is there additional information that one can
extract from these scattering effects that is not possible
to obtain using the traditional methods?
We address these questions specifically for two represen-
tative techniques - light stripe range scanning and pho-
tometric stereo. For each of these, we derive an analytic
image formation model that is based on the physics of
single scattering. These models describe the interactions
of structured light with the medium and the scene. Using
the image formation model for light striping, we develop
a simple algorithm to reliably detect objects and obtain
a 3D reconstruction of the scene in the presence of strong
scattering. Based on the image formation model for pho-
tometric stereo, we conclude that at least five light source
directions (instead of the usual three) are required to re-
construct surface normals and albedos of a lambertian

1Famously, the 1985 Franco-American expedition discovered and
explored the remains of the Titanic that sank in 1912 [1].

2Work has also been done on a related but different problem of
analyzing the appearances of scenes in scattering media (underwater
or the atmosphere) using passive methods [5; 24; 26; 23; 18; 22] that
rely on natural illumination external to the medium.

3Note that works that address this question (for instance, laser
scanning to reconstruct sea floors [3; 16]) by ignoring scattering
effects (first question) are severly limited in their applicability.
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object. Interestingly, our method also yields a depth map
of the scene, which is not possible using traditional photo-
metric stereo. Further, in both techniques, the interaction
of structured light with the medium allows us to estimate
the properties of the medium. This result can in turn be
used to remove the effects of scattering and compute the
appearance of the scene as if seen in clear air.
To verify our methods using real experiments, we have
constructed a setup that consists of a glass tank filled
with a scattering medium (dilute milk), with a projector
(source) and camera placed outside the tank. Note that
calibration of this setup requires us to handle light re-
fraction at the medium-glass-air interfaces. We present a
calibration procedure that is similar in spirit to [11] and
that does not require either explicit geometric calibration
of the camera and the projector or the knowledge of re-
fraction locations or refractive indices of media. Although
we have focused on light striping and photometric stereo,
our results can be used to extend several other techniques
such as grid coding [28] and gated [7] and active polar-
ization imaging [25; 10]. We believe that our results can
significantly benefit a wide range of underwater [14], aerial
and microscopic imaging [9] applications.

2 Single Scattering in Media

In order to keep our techniques tractable, we assume that
the scattering medium is homogeneous and not highly
dense (for example, murky water, light fog, mist, dilute
milk). This allows us to develop simple models based on
single scattering. We now define the properties of scatter-
ing media [4] and present the single scattering model.
The scattering coefficient β is defined as the fraction of the
incident flux scattered by a unit volume of the medium
in all directions4. The phase function P(α) defines the
angular scattering distribution of the incident flux, where
α is the angle between incident and scattered directions.
In general, the phase function is smooth and may be rep-
resented by a low-order polynomial of cosα [4]. We use
the first-order approximation as given in [4],

P(g, α) = (1/4π) (1 + g cosα) , (1)
where, g ∈ (−1, 1) is a parameter that controls the shape
of the phase function. Now consider a light ray with ra-
diance L0 that travels a distance x, gets scattered by a
particle at an angle α, before it further travels a distance
y to reach the viewer. The intensity of this light ray is
attenuated exponentially according to the total distance
traveled. Then, the single scattering irradiance at the
viewer is given by [4],

Emed = L0 β P(g, α) e−β(x+y) . (2)

For an isotropic point source with radiant intensity I0,
we may further write L0 = I0/x2 , while for a collimated
beam, L0 is constant with respect to x. We build upon
equations 1 and 2 to derive image formation models for
light striping and photometric stereo.

4When absorption is present, the scattering coefficient is replaced
by the extinction coefficient defined as the fraction of incident flux
scattered and absorbed by a unit volume.

Camera

One column
of projector

Surface

Intersection Curve

Light plane

Figure 1: Light striping in media. A sheet of light swept

across a surface produces a brightness discontinuity (black curve).

When there is no scattering, the pixel brightness is only due to this

discontinuity (red ray). In the presence of scattering, the light plane

itself becomes visible (dashed ray) making surface detection hard.

3 Light Striping in Scattering Media

Light stripe range scanning is a technique where a plane
(or sheet) of light is swept across an object (figure 1)
to obtain its 3D reconstruction. The key observation is
that the plane of light intersects the object surface at a
curve, producing a large brightness discontinuity. Then,
the 3D coordinates of each point on this curve is com-
puted by intersecting the camera ray and the light plane.
A critical requirement here is that the intersection curve
be detected reliably, which is usually done by threshold-
ing the acquired image. Unfortunately, in the presence
of scattering, the entire light plane itself becomes visible
and detecting this intersection is not possible by simple
thresholding. In this section, we derive the model for im-
age formation when the light plane and the surface are
immersed in a scattering medium and develop algorithms
for reliable scene detection, and 3D reconstruction and for
obtaining a clear-air appearance of the scene.

3.1 Image Formation Model
Imagine a light plane sweeping across a surface in a scat-
tering medium. The camera not only receives light re-
flected by the surface, but also from the medium after
scattering (see figure 2). The dashed lines indicate light
rays that reach the camera after attenuation and scat-
tering in the medium, but without reaching the surface.
Then, the irradiance Emed at the camera is exactly given
by equation 2. The red line indicates the path traveled
by a light ray from the source to the surface and then
reflected by the surface toward the camera. The intensity
of this ray is exponentially attenuated according to the
total distance traveled. Hence, the irradiance Esurf at
the camera due to this ray is written as5,

Esurf = L0 e−β(ds+dv) R , (3)

where, R is the radiance (normalized by source intensity)
in the absence of scattering. Thus, the image formation
model may be compactly written using the Dirac delta
function δ as,

E = Esurf δ(x = ds) + Emed δ(x < ds) . (4)
5Single scattering of the exponentially attenuated surface radi-

ance towards the camera is a minor effect compared to the scattering
Emed from bright sources, and hence can be safely ignored.
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Figure 2: Image formation in light striping. The irradiance
at the camera is produced by either the light rays that reach the
camera after being scattered once by the medium (dashed) or by
light rays that are reflected by the surface (solid red). In both cases,
the intensities of the rays are attenuated exponentially according to
the distance traveled.

3.2 Intersection of Surface and Light Plane
Figure 3 illustrates the profile of the camera irradiance E
as a function of the distance x of the source from the
surface, according to equation 4. The brightness pro-
file resembles an exponential fall-off followed by a dis-
continuity at the surface. When there is no scattering
(β = 0), we have Emed = 0 , Esurf = L0R and hence
Esurf >> Emed . In this case, the brightness profile is a
delta function and it is easy to detect the intersection us-
ing a threshold, as is done traditionally. For thresholding
to work in the presence of scattering, we must have

R >> β P(g, α) eβ(ds−x+dv−y) . (5)

However, when scattering is significant (large β), it is
mostly the opposite case, Emed >= Esurf , as shown by
the green and blue profiles in figure 3. Thus, the light
plane itself becomes brightly visible (see second column
in figure 6). In order to detect the intersection of the light
plane and the surface, we simply use the brightness profile
as a template until a brightness discontinuity is reached
at the end. Even for the hard case where the density of
the medium is high, this simple scheme performs well.

3.3 Experimental Setup and Calibration
The experimental setup consists of a 20′′×20′′×10′′ glass
tank filled with water (see figure 4(a)). Different quanti-
ties of milk are mixed to emulate scattering media with
different densities (β). The glass faces are anti-reflection
coated to avoid reflections. We used an 8-bit Canon XL1S
3-CCD video camera and an Infocus LP120 1000 ANSI
Lumens DLP projector in our experiments. To keep the
size of the tank small, the camera and the projector are
placed outside the tank. Hence, we need to handle light
refractions at the air-glass-medium interfaces. Our cali-
bration method is similar in spirit to techniques in [11].
Figure 4(b) illustrates a light plane from the projector
shining into the glass tank after refraction. Calibration
involves sweeping the light plane across two vertical pla-
nar surfaces - the (u,v)- and the (s,t)-planes - placed in
the medium. The 3D world coordinates of a few points on
these planes are measured a priori (the remaining points
are interpolated). Then, the equation of each light plane

E

E
Surf

E
Src

x
x X< X

No

scattering

Medium

Scattering

Significant

Scattering

dsdsx <

Emed

Figure 3: Brightness profile for detecting the surface and
light plane intersection. When there is no scattering (red), the
profile is a delta function which can be thresholded to detect the
intersection. As the density of the medium (β) increases (green and
blue), the brightness of the discontinuity (Esurf ) decreases and the
light plane becomes brighter (Emed).

is obtained using its line intersections with the (u,v)- and
(s,t)-planes. Let this be represented by,

Ax + By + Cz + D = 0 . (6)

Next, we associate with each incoming camera ray (pixel
(i, j)), its intersections P (u, v, r) and Q(s, t, 0) with the
(u,v)- and the (s,t)-planes respectively (blue line in figure
4(c)). This yields a parametric equation for each camera
ray, which is represented by:

[x, y, z] = [s, t, 0] + k [u − s, v − t, r − 0] , (7)

where, k is a scalar parameter. We calibrated our setup
with the two planes placed at z = 0 inches and z = 6.0
inches. To verify calibration accuracy, we reconstructed
(as described in Section 3.4) a plane placed at z = 4.18
inches with a low RMS error of 0.21 inch (figure 5). In
summary, our method does not require explicit geometric
calibration of either the camera or the projector and does
not require the position/orientation of the glass face or
the refractive indices of media.

3.4 Scene and Medium Recovery
Once calibrated the setup may be used to recover the 3D
structure and clear-air appearance of any object in the
medium as well as the properties of the medium itself.
3D surface reconstruction: Figure 4(c) shows a top-
view (2D) illustration of the light striping setup and the
profile of an object’s surface. Since a point on the surface
lies at the intersection of the reflected ray (blue) and the
light plane (red), we may substitute (x, y, z) from equation
7 into equation 6, to solve for the parameter k:

k =
As + Bt + D

A(s − u) + B(t − v) − Cr
. (8)

The value of k is then substituted back into equation 7 to
obtain the 3D coordinates (x, y, z) of the surface point.
Medium properties: The properties of the medium can
be obtained by observing the brightness decay of the light
plane without the surface (see profile of Emed in figure 3).
The distances x and y can be computed using the 3D co-
ordinates of points on the light plane and the dimensions
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Figure 4: Light striping experimental setup and calibration. (a) The setup consists of a glass tank filled with a scattering medium
(dilute milk). The scene of interest is immersed in the medium. A projector illuminates the medium and the scene with planes of light
and a video camera views the scene with the effects of scattering. (b) The light plane sweeps (one at a time) two planar surfaces placed
vertically in the tank at known distances (z = 0 and z = r), called the (u,v)- and the (s,t)-planes. The discrete mappings between the
light plane and the (u,v)- and (s,t)-planes, and between the camera ray and the (u,v)- and (s,t)-planes constitute calibration. Note that
no knowledge of the refraction locations or indices is required. (c) The top view of the setup illustrating the intersection of the light plane
and the camera ray to yield the 3D coordinates of a surface point.
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Figure 5: Verification of light striping calibration. (a)
Two planes at z = 0 and z = 6.0 inches are used for calibration.
(b) The computed equations of light planes and camera rays
are then used to reconstruct a third plane at z = 4.18 inches
(with RMS error 0.21 inch). The 3D view shows the three
vertical planes and a light plane (red) for illustration.

of the tank. Then, equation 2 is nonlinear in the two un-
known medium parameters, β and g. Thus, by observing
the irradiances Emed along a profile on the light plane,
we can estimate the two parameters β and g using a non-
linear optimization method (”fminsearch” in MatlabTM).
Scene appearance without scattering: Once the
scattering coefficient β is estimated and the 3D surface
is reconstructed, the scene appearance without scattering
can be computed for each object intersection strip, from
equation 3 as,

L0R = Esurf e+ β (ds+dv) , (9)

where, Esurf is the observed brightness of the object in
the presence of scattering. Then, all the intersection strips

are mosaiced to create the appearance of the entire scene
as if captured in clear air.
The results of applying the scene and medium recovery
algorithms are shown using real experiments in figure 6.
The detection of the object intersections and hence the 3D
reconstruction obtained under different densities of scat-
tering compare well with the ground truth. Despite the
strong effects of scattering, we are able to remove them
completely to restore the original scene contrast. Also
a comparison to the floodlit images demonstrates that
simply using bright sources does not enhance visibility
in scattering media, and that structured lighting methods
that are designed to focus light on the scene to alleviate
blurring and backscattering must be used.

4 Photometric Stereo in Scattering Media

In situations where light stripe scanning takes too long to
be practical (for example, dynamic scenes), photometric
stereo [29] provides an attractive alternative. Tradition-
ally, photometric stereo is a technique for scene recon-
struction (surface normal and albedo) from a small num-
ber of images of the scene acquired under different lighting
directions. Many variants of this problem exist in vision
literature [12; 2], but none of the proposed solutions are
effective in scattering media.
In this section, we show how photometric stereo can be
extended to scattering media. We choose the simplest
version of the problem that assumes the surfaces to be
lambertian, the sources distant, interreflections negligible
and the camera to be orthographic. In the absence of
scattering, it is known that three images of a scene illu-
minated from different but known directions are sufficient
to uniquely determine the surface normals and albedos.
We will first determine how many sources are needed in
the presence of scattering and then show how scene prop-
erties can be recovered from the corresponding images.
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Figure 6: Experimental results for light striping in scattering media. The scene consists of two objects immersed in
pure water (no scattering, ground truth), water mixed with 6 ml milk (medium scattering) and 15 ml milk (high scattering).
The floodlit images (obtained by turning on all pixels in the projector) illustrate the adverse effects due to scattering by the
medium. The brightness profile of a single light plane focused on the object confirms the template of the profile model in figure
3. For the two concentrations, our methods estimated β = 0.07 in−1 and 0.16 in−1 and g = 0.9 . In the medium scattering case,
our results (3D reconstruction and scene appearance without scattering) are nearly identical to the ground truth (percentage
RMS error = 2.1%). In the 15 ml milk case, the green cup is barely visible (especially since its albedo is low) and yet the result
is close to the ground truth. The handle of the cup is completely invisible and is hence missed (else, percentage RMS error =
5.5%). Note that our algorithm must be applied to separately to individual color channels. The color difference between the
pure water and the other cases is due to white balancing differences between different experiments. (Please see a video on
our website [27] for better visualization and for other examples.)

4.1 Image Formation Model
Consider the illumination and observation geometry in
figure 7. A distant source (direction s) illuminates a sur-
face point P with unit normal n and albedo ρ. A camera
observing the surface receives irradiance Esurf due to the
light reflected by the surface (solid red lines) and irradi-
ance Emed due to light scattered by the medium (dashed
lines) in the viewing direction. The irradiance Esurf is
the same as for light striping (see equation 3),

Esurf = L0e
−βds ( ρn . s ) e−βdv . (10)

Here, we have replaced the normalized radiance R by
(ρn . s ) for a lambertian surface. The irradiance Emed

at the camera due to single scattering by the medium is
obtained by integrating the brightness along the viewing
direction (see equation 2),

Emed =

dv∫
0

L0 e−βx β P(g, α) e−βy dy . (11)

Note that α, P(g, α), β and L0 are all independent of
the integration variable y. Further, we shall also assume

Scattering

Medium

Parallel Rays from

Distant Source

Orthographic

Camera
á

y

x

n

s

P

ds

dv

Surface

Figure 7: Image formation for photometric stereo in scat-
tering media. The sources, viewer and the surface of interest
are immersed in the scattering medium. The sources are distant
and thus illuminate the surface and the viewing ray in a collimated
fashion. The brightness at a pixel is the sum of the contributions
from the solid red and the dashed rays.

the source uniformly illuminates the viewing distance dv.
In other words, x = ds is constant with respect to y (this
assumption will be relaxed when we discuss our specific
setup). This allows us to simplify equation 11 as,

Emed = L0 P(α) e−βds (1 − e−βdv) . (12)
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Figure 8: Refraction of rays in the photometric stereo
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The viewing direction of the orthographic camera is normal to the
air-medium interface to avoid refractions of incoming camera rays.
However, refraction of light rays from the source must be modeled.

Then, the total irradiance E at the camera can be written
as the sum of the irradiances Emed and Esurf :

E = L0 [e−β(ds+dv) ρn . s + P(g, α) e−βds (1 − e−βdv)] . (13)

For an isotropic point source, L0 = I0/d2
s . Equation

13 represents the image formation model for one distant
source. Similar equations can be written for each distant
source that illuminates the scene.

4.2 Experimental Setup and Calibration
The glass tank described in Section 3 is again used in
these experiments and, as before, we place the camera
and the sources outside the tank. A 12-bit per channel
Canon EOS-20D camera with a 70−300 mm zoom lens is
placed 20 feet away from the tank and observes the front
face of the tank normally (perpendicularly). The field of
view occupied by the tank in the image is 2.0 degrees and
is hence approximately orthographic.
During calibration, refraction of the light rays from
sources at the air-medium boundary must be accounted
for. Figure 8 shows a schematic of the side view of
the setup. The distances ds and dv are related using
trigonometry,

dv = ds cosα . (14)

Notice that the light rays that illuminate the viewing ray
and the surface travel different distances in the medium
(compare the lengths of the dashed parallel rays in figures
7 and 8). Hence, the assumption in simplifying equation
11 that x is constant with respect to y, becomes invalid
for our experimental setup. So, an appropriate correc-
tion is derived for Emed using equation 14 to obtain the
irradiance (see appendix A):

E = L0 e−βdv(1+1/ cos α) ρn . s +
L0 P(g, α) cosα

1 + cosα
(1 − e−βdv(1+1/ cos α)) . (15)

We will henceforth call equation 15 as the image forma-
tion model. We calibrate our setup using images of a white
lambertian sphere in pure water (scattering is minimal).
The brightest point on the sphere yields the refracted di-
rection s (and α) and intensity L0 of the source.

4.3 Scene and Medium Recovery
Consider a set of images taken of an object under dif-
ferent source directions. In order to find out how many
source directions are required to recover the scene and
the medium, let us count the number of knowns and un-
knowns in equation 15. Recall that as part of calibration,
the angle α, the source direction s and intensity L0 are
all estimated a priori. Then, the unknowns for each scene
point are the surface albedo ρ, unit normal n, and optical
thickness Tv = βdv . The medium parameter g in the ex-
pression for P(g, α) (see equation 1) is constant and hence
is a global unknown. Thus, there are four unknowns for
each scene point and one global unknown. If there are P
scene points and L light source directions, the number of
unknowns 4P + 1 must be less than the number of equa-
tions PL. So, simple variable counting suggests that a
minimum of L = 5 is required6.
To empirically verify that indeed L = 5 suffices (assum-
ing the sources are not in degenerate positions), we per-
formed numerical simulations on 4000 randomly gener-
ated combinations of source directions si, surface normals
n, albedos ρ ∈ (0, 1), optical thicknesses Tv ∈ (0, 2) and
forward scattering parameters g ∈ (−1, 1), for a single
scene point. The MatlabTM function “fminsearch” was
used to recover the unknowns by minimizing the sum of
squared differences between the simulated values and the
model in equation 15. In all trials, the search was initial-
ized with random values for the unknowns. In all cases,
the search algorithm converged to the global optimum so-
lution within few seconds. This suggests the presence of
a single global minimum of the error function 7. As a
test of robustness, we added uniform random noise (up to
5% of the simulated values) and found that the errors in
recovered unknowns were low, as evidenced by the error
histograms in figure 10. We also ran the above simula-
tions using only 4 sources, but the global error minimum
corresponded to several parameter sets, suggesting that 4
sources are insufficient for unique estimation. Thus, we
conclude that five non-degenerate light source directions
are required and sufficient to uniquely estimate the prop-
erties of the scene and the medium. In practice, however,
more source directions may be used for robustness.
The experiments performed with our setup are shown in
figure 9. Images of a teapot captured in the presence of
scattering (by dilute milk) have poor contrast and col-
ors. As expected, applying traditional photometric stereo
results in poor results. On the other hand, the surface
normals and the albedos obtained using our method8 are

6In appendix B, we present an interesting but practically limited
case where a unique linear solution with four sources is possible.

7However, the error function does contain local minima and the
search was conducted starting from several (typically 100) initial
guesses and the minimum of all the solutions was used.

8The non-linear optimization can be executed independently for
each pixel. But to speedup execution time, we masked the region
where the object is not present (Esurf = 0) to first estimate the
global parameter g, before estimating the 4 parameters for each
pixel. As a side note, from our experience, it is critical to use high
quality (12 bits per channel HDR) radiometrically linear input im-
ages in order to obtain good reconstructions shown.
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(d) Albedo and shape computed using traditional method

(c) Input Images (2 out of 8) captured in dilute milk

(b) Albedo and shape computed using traditional method

(a) Images (2 out of 8) captured in pure water.

Pure Water (No scattering) - Ground Truth

Dilute Milk (medium scattering)

(e) Albedo and shape computed using our method

Figure 9: Experimental results of Photometric Stereo in
Scattering Media. (a) Two (out of eight) images of a teapot
acquired under different lighting directions (depicted in the insets).
(b) Results on applying traditional photometric stereo to images in
(a) serve as ground truth. (c) The images acquired in dilute milk.
Notice the significant loss of contrast. (d) If traditional photometric
stereo applied to images in (c), the 3D shape obtained is very flat
and the scattering effects are absorbed by the albedos. (e) The
results obtained using our algorithm. The percentage RMS error in
reconstructing the shape was 6.3%. In addition to surface normals
and albedos, our method also yields a depth map, which is not
possible using traditional photometric stereo (see figure 10.) The
3D shapes were computed from the surface normals using [8].

very accurate (with only a percentage RMS error of 6.3%
in computed shape). In addition, our method also yields
a depth map of the scene Tv = βdv, which is not possible
using traditional photometric stereo.

5 Discussion: Real Underwater Scenarios
Since all the experiments in this paper were done using
milk as the scattering medium, it is important to identify
issues that may arise in real underwater scenarios (lakes,
oceans, seas). In initial experiments, we collected water
samples from 4 different locations near a Pacific Ocean
beach in San Diego, USA. These samples were collected
close to the water surface where the impurity levels are
generally high. By matching images of these water sam-
ples with those of milk, we found that the low to moder-
ate concentration range of milk used in this paper corre-
sponds to the concentrations abserved in the ocean waters.
Hence, our algorithms can be applied to many underwater
scenarios as well. In the future, to make our techniques
broadly applicable, we wish to develop underwater de-
ployable systems and improve our algorithms to handle
non-homogeneous and dynamic underwater media.
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A: Refractions in Photometric Stereo
The expression for Esurf is the same as equation 10 with
ds being substituted from equation 14. The irradiance
Emed is derived by observing that x = y cosα and dv =
ds cosα:

Emed =

dv∫
0

L0 e−βx β P(g, α) e−βy dy = L0 β P(g, α)

dv∫
0

e−β(1+1/ cos α)y dy

=
L0 P(g, α) cos α

1 + cos α
(1 − e

−β(1+1/ cos α)dv )

which is rewritten in equation 15. Note that we have
assumed here that the actual source outside the medium

is still distant and does not show an inverse square fall-off
within the medium since the distance light traveled within
the medium is much less compared to the distance of the
source from the medium boundary. Thus, L0 is constant
with respect to ds.

B: Linear Solution with Four Sources

We assume that (a) the sources and the camera are both
immersed in an isotropic medium (P(α) = 1

4π ), and (b)
the sources are equidistant from any given surface point
(ds same for all sources, however, ds may vary for different
scene points). Although these assumptions limit practi-
cality, this case serves as an illustration in comparison to
the technique without any scattering. Let the intensities
observed at a pixel under 4 different sources be E1, E2,
E3, and E4 . From equation 13:

Ei = L0 e−β(dsi
+dv) ρn . si+

L0

4π
e−βdsi (1−e−βdv) , (16)

where, the subscript i denotes the source. For this special
case, ds1 = ds2 = ds3 = ds4 = ds . The second term
in equation 16 can be eliminated by considering pair-wise
differences between intensities to obtain a set of equations
that are linear in the surface normal n:(

E1 − E2

E1 − E3

E1 − E4

)
= L0e

−β(ds+dv) ρ

(
s1 − s2
s1 − s3
s1 − s4

)
n . (17)

In matrix and vector notation, we rewrite equation 17,

∆E = L0e
−β(ds+dv) ρ ∆S n , (18)

where, ∆E and n are 3 × 1 column vectors and ∆S is a
3 × 3 matrix. By applying ∆S−1, we obtain the surface
normal n and the attenuated appearance L0e

−β(ds+dv) ρ.
Thus, all the terms except for βds and βdv are estimated
or known in equation 16. If a relationship between ds and
dv is known (such as equation 14), then βds and βdv can
be estimated using equation 16 and in turn the albedo ρ
can be estimated from the product L0e

−β(ds+dv) ρ . Thus,
in the case of isotropic scattering and equidistant sources,
four light source directions are required to compute sur-
face normals, albedos and optical thickness βdv (or scaled
distance).
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Abstract

Poor visibility conditions due to murky water, bad

weather, dust and smoke severely impede the performance

of vision systems. Passive methods have been used to restore

scene contrast under moderate visibility by digital post-

processing. However, these methods are ineffective when

the quality of acquired images is poor to begin with. In this

work, we design active lighting and sensing systems for con-

trolling light transport before image formation, and hence

obtain higher quality data. First, we present a technique

of polarized light striping based on combining polarization

imaging and structured light striping. We show that this

technique out-performs different existing illumination and

sensing methodologies. Second, we present a numerical ap-

proach for computing the optimal relative sensor-source po-

sition, which results in the best quality image. Our analysis

accounts for the limits imposed by sensor noise.

1. Introduction

Computer vision systems are increasingly being de-

ployed in domains such as surveillance and transportation

(terrestrial, underwater or aerial). To be successful, these

systems must perform satisfactorily in common poor visi-

bility conditions including murky water, bad weather, dust

and smoke. Unfortunately, images captured in these condi-

tions show severe contrast degradation and blurring, making

it hard to perform meaningful scene analysis.

Passive methods for restoring scene contrast [14, 18, 22]

and estimating 3D scene structure [4, 12, 28] rely on post-

processing based on the models of light transport in nat-

ural lighting. Such methods do not require special equip-

ment and are effective under moderate visibility [12], but

are of limited use in poor visibility environments. Very of-

ten, there is simply not enough useful scene information in

images. For example, in an 8-bit camera, the intensity due

to dense fog might take up 7 bits, leaving only 1 bit for

scene radiance. Active systems, on the other hand, give us

flexibility in lighting and/or camera design, allowing us to

control the light transport in the environment for better im-

age quality. Figure 1 illustrates the significant increase in

image quality using our technique. In this experiment, the

Figure 1. Polarized light striping versus flood-lighting. In this ex-

periment, the scene is comprised of objects immersed in murky

water. Using the polarized light striping approach, we can control

the light transport before image formation for capturing the same

scene with better color and contrast. High-resolution images can

be downloaded from the project web-page [7].

scene comprised of objects immersed in murky water.

While propagating within a medium such as murky water

or fog, light gets absorbed and scattered. Broadly speaking,

light transport [2] can be classified based on three specific

pathways: (a) from the light source to the object, (b) from

the object to the sensor and (c) from the light source to the

sensor without reaching the object (see Figure 2). Of these,

the third pathway causes loss of contrast and effective dy-

namic range (for example, the backscatter of car headlights

in fog), and is thus undesirable.

We wish to build active illumination and sensing systems

that maximize light transport along the first two pathways

while simultaneously minimizing transport along the third.

To this end, we exploit some real world observations. For

example, while driving in foggy conditions, flood-lighting

the road ahead with a high-beam may reduce visibility due

to backscatter. On the other hand, underwater divers real-

ize that maintaining a good separation between the source

and the camera reduces backscatter, and improves visibil-



(a) (b) (c) (d)
Figure 2. Light transport in scattering media for different source and sensor configurations. (a) Illustration of the three light transport

components. (b) The backscatter B reduces the image contrast. The amount of backscatter increases with the common backscatter volume.

(c) By changing the relative placement of the sensor and source, we can modulate the light transport components for increasing the image

contrast. (d) The common backscatter volume can be reduced by using light stripe scanning as well.

ity [21, 9]. Polarization filters have also been used to reduce

contrast loss due to haze and murky water [20, 24, 19, 6].

Based on these observations, we attempt to address two key

questions. First, which illumination and sensing modality

allows us to modulate the three light transport pathways

most effectively? Second, what is the “optimal” placement

of the source and the sensor? This paper has two main con-

tributions:

(1) We present an active imaging technique called polar-

ized light striping and show that it performs better than pre-

vious techniques such as flood-lighting, unpolarized light

striping [10, 15, 9], and high frequency illumination based

separation of light transport components [16].

(2) We derive a numerical approach for computing the

optimal relative sensor-source position in poor visibility

conditions. We consider a variety of illumination and sens-

ing techniques, while accounting for the limits imposed by

sensor noise. Our model can be used for improving visibil-

ity in different outdoor applications. It is useful for tasks

such as designing headlights for vehicles (terrestrial and un-

derwater). We validate our approach in real experiments.

2. How to Illuminate and Capture the Scene?

In this section, we present an active imaging technique:

polarized light striping. We also analyze the relative mer-

its of different existing techniques, and show that polarized

light striping outperforms them.

While propagating through a medium, light gets ab-

sorbed and scattered (Figure 2). The image irradiance at

a particular pixel is given as a sum of the three compo-

nents, the direct signal (D), the indirect signal (A) and the

backscatter (B):

E(x, y) = D(x, y) + A(x, y)︸ ︷︷ ︸
Signal

+ B(x, y)︸ ︷︷ ︸
Backscatter

. (1)

The total signal S is

S(x, y) = D(x, y) + A(x, y) . (2)

Experimental Setup Kodak Contrast Chart

Figure 3. Our experimental setup consisting of a glass tank, filled

with moderate to high concentrations of milk (four times as those

in [15]). An LCD projector illuminates the medium with polarized

light. The camera (with a polarizer attached) observes a contrast

chart through the medium.

The backscatter B degrades visibility and depends on the

optical properties of the medium such as the extinction co-

efficient and the phase function. The direct and the indi-

rect components (D and A) depend on both the object re-

flectance and the medium. Our goal is to design an active

illumination and sensing system that modulates the compo-

nents of light transport effectively. Specifically, we want to

maximize the signal S, while minimizing the backscatter B.

We demonstrate the effectiveness of different imaging

techniques in laboratory experiments. Our experimental

setup consists of a 60 × 60 × 38 cm3 glass tank filled with

dilute milk (see Figure 3). The glass facades are anti-

reflection coated to avoid stray reflections.1 The scene con-

sists of objects immersed in murky water or placed behind

the glass tank. A projector illuminates the scene and a cam-

era fitted with a polarizer observes the scene. We use a Sony

VPL-HS51A, Cineza 3-LCD video projector. The red and

the green light emitted from the projector are inherently po-

larized channels. If we want to illuminate the scene with

blue light, we place a polarizer in front of the projector. We

use a 12-bit Canon EOS1D Mark-II camera, and a Kodak

contrast chart as the object of interest to demonstrate the

contrast loss or enhancement for different techniques.

1Imaging into a medium through a flat interface creates a non-single

viewpoint system. The associated distortions are analyzed in [25].



(a) Maximum image (b) Global component (c) Direct component (d) Direct component (low freq)

Figure 4. Limitations of the high frequency illumination based method. A shifting checkerboard illumination pattern was used with the

checker size of 10 × 10 pixels. (a) Maximum image (b) Minimum image (global component) (c) Direct component (d) Direct component

obtained using lower frequency illumination (checker size of 20 × 20 pixels). The direct component images have low SNR in the presence

of moderate to heavy volumetric scattering. The global image is approximately the same as a flood-lit image, and hence, suffers from low

contrast. This experiment was conducted in moderate scattering conditions, same as the second row of Figure 6.

Figure 5. The relative direct component of the signal reduces with

increasing optical thickness of the medium. This plot was calcu-

lated using simulations, with a two-term Henyey-Greenstein scat-

tering phase function [8] for a parameter value of 0.8.

High-frequency illumination: Ref. [16] presented a

technique to separate direct and global components of light

transport using high frequency illumination, with good sep-

aration results for inter-reflections and sub-surface scatter-

ing. What happens in the case of light transport in volumet-

ric media? Separation results in the presence of moderate

volumetric scattering are illustrated in Figure 4. The direct

component is the direct signal (D), whereas the global com-

ponent is the sum of indirect signal (A) and the backscatter

(B), as shown in Figure 2. Thus, this method seeks the fol-

lowing separation:

E(x, y) = D(x, y)︸ ︷︷ ︸
Direct

+ A(x, y) + B(x, y)︸ ︷︷ ︸
Global

. (3)

However, to achieve the best contrast, we wish to sep-

arate the signal D + A from the backscatter B. As the

medium becomes more strongly scattering, the ratio D
S

falls

rapidly due to heavy attenuation and scattering, as illus-

trated in Figure 5. This plot was estimated using numerical

simulations using the single scattering model of light trans-

port.2 Consequently, for moderate to high densities of the

2With multiple scattering, the ratio falls even more sharply.

medium, the direct image suffers from low signal-to-noise-

ratio (SNR), as shown in Figure 4. Further, the indirect sig-

nal (A) remains unseparated from the backscatter B, in the

global component. Thus, the global image is similar to a

flood-lit image, and suffers from low contrast.

Polarized flood-lighting: Polarization imaging has been

used to improve image contrast [19, 23, 6] in poor visibility

environments. It is based on the principle that the backscat-

ter component is partially polarized, whereas the scene radi-

ance is assumed to be unpolarized. Using a sensor mounted

with a polarizer, two images can be taken with two orthog-

onal orientations of the polarizer:

Eb =
D + A

2
+

B(1 − p)
2

(4)

Ew =
D + A

2
+

B(1 + p)
2

, (5)

where p is the degree of polarization (DOP) of the backscat-

ter. Here, Eb and Ew are the ‘best-polarized image’ and

the ‘worst-polarized image’, respectively. Thus, using opti-

cal filtering alone, backscatter can be removed partially, de-

pending on the value of p. Further, it is possible to recover

an estimate of the signal Ŝ in a post-processing step [19]:

Ŝ = Eb

(
1 +

1
p

)
+ Ew

(
1 −

1
p

)
. (6)

However, in optically dense media, heavy backscatter

due to flood-lighting can dominate the signal, making it im-

possible for the signal to be recovered. This is illustrated

in Figure 6, where in the case of flood-lighting under heavy

scattering, polarization imaging does not improve visibility.

Light stripe scanning: Here, a thin sheet of light is

scanned across the scene. In comparison to the above ap-

proaches, the common backscatter volume is considerably
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Figure 6. Comparison of various illumination and sensing techniques (zoom into the marked areas to better assess the image quality).

Flood-lit images suffer from a severe loss of contrast, specially in the presence of heavy scattering (a,b). Polarized light striping achieves a

significant increase in image contrast, even in the presence of heavy scattering (a-d). In moderate scattering, fine details (text) are recovered

more reliably in (g) and (h), as compared to (e). See (i), (j), (k) and (l) for close-ups of the marked areas in (e), (f), (g) and (h) respectively.

The moderate scattering experiment was conducted under the same conditions as the experiment in Figure 4.

reduced (see Figure 2d). The sheet of light intersects the

object to create a stripe that is detected using a gradient op-

erator.3 All stripes are then mosaiced to create a composite

image CI [10, 15, 9]. Alternatively, the composite image

can be obtained by simply selecting the maximum value at

each pixel over all the individual light stripe images SIk:

CI(x, y) = maxk{SIk(x, y)} . (7)

3In our particular implementation, the projector illuminates a single

plane and has low power. We compensate for this by increasing the ex-

posure time of the camera.

Polarized light striping: We propose polarized light

striping as a technique that combines the advantages of po-

larization imaging and light striping, and thus, is applica-

ble for an extended range of medium densities. Earlier,

we demonstrated that light striping reduces the amount of

backscatter. However, reliable localization of the object

stripes (by using gradient operator or by selecting the max-

imum pixel value, as in Eq. 7) is severely impeded due to

strong backscatter. This is illustrated in Figure 7.

To enable reliable detection of the object stripes even in

the presence of strong scattering, we use polarization imag-

ing in conjunction with light striping. A high DOP of the



(a) (b) (c) (d)

Figure 7. Unpolarized versus polarized light stripe scanning. (a) Ray diagram illustrating light stripe scanning, adapted from [15]. (b) The

camera observes a light stripe (1 out of 30) without a polarizer. The visible light plane is the backscatter and impedes reliable detection

of the object stripe. (c) Through a polarizer, there is a considerable reduction in backscatter. The light plane-object intersection becomes

more distinct, thus enabling its reliable delineation. (d) The removed backscatter (difference of (b) and (c)). Video of a complete scan can

be downloaded from the project web-page [7].

backscatter is essential for removing the backscatter using

polarization filtering (Eq. 4), or to recover a reliable estimate

of the signal using post-processing (Eq. 6). In our experi-

ments, the camera observes the scene through a polarization

filter and the light sheets irradiating the scene are polarized.

Since the incident illumination is completely polarized, the

DOP of the backscatter is high (see appendix). This results

in a significant reduction in the amount of backscatter, and

thus, enables reliable detection of the stripes.4 This is shown

in Figure 7. We compare the results of polarized light strip-

ing versus previous illumination and sensing techniques in

Figure 6. Notice especially the differences in the contrast

under strong scattering. Another result is shown in Figure 1.

3. Optimal Camera-Source Placement

Conventional wisdom from the underwater imaging lit-

erature suggests maximizing the sensor-source separation to

reduce the backscatter, and hence, increase the image con-

trast [9, 21] (see Figure 2). However, this does not take into

account the limitations posed by measurement noise. In-

deed, placing the source and the sensor far from each other

or the scene results in strong attenuation of light, and a low

SNR. In this section, we investigate this trade-off between

image contrast and SNR to compute the optimal relative

sensor-source positions.

3.1. Quality Measures

In order to formalize the notion of “optimal”, we define

various image quality measures for different imaging and

illumination techniques. These quality measures serve as

objective functions which can be maximized to find the op-

timal placement of the source and the camera.

Contrast Quality Measure: A major goal of an imaging

system is to maximize the image contrast. Analogous to [1,

4Polarization imaging was previously used with phase-shifted struc-

tured illumination for improved reconstruction of translucent objects [3].

5], we define the contrast quality measure, CQM(x, y) as

the ratio of the signal S(x, y) to the total intensity E(x, y):

CQM(x, y, p) =
S

S + B(1 − p)
· (8)

This measure takes polarization imaging into account by

defining the total intensity as that of the best polarized im-

age, as in Eq. (4). In the absence of a polarizer, p = 0.

Delineation of light plane-scene intersection: Success of

light striping in scattering media relies on reliable delin-

eation of the object stripe. One scheme is to detect a bright-

ness discontinuity in the intensity profile across the stripe

edge. Thus, for a light stripe scanning system, we define

a gradient quality measure (GQM) along the edge of the

stripe in terms of the strength of gradient across the stripe

edge. Consider Figure 8c; since the scene point O′ does not

have the direct component D or the backscatter component

B(1 − p), the normalized difference in intensity of O and

O′ is given as:

GQM(x, y, p) =
D + B(1 − p)

D + A + B(1 − p)
· (9)

SNR dependent weighting: An image with high contrast

but low overall intensity may result in a low SNR, and hence

be of limited use. Thus, we define an SNR dependent weight

W as a monotonically increasing function of the total sig-

nal value S. The quality measures (CQM and GQM) are

weighted by W so that signal values in the low SNR range

are penalized. For example, W can be a linear function of

S. For more flexibilty, we use a sigmoid function of S:

W(x, y) =
1

1 + e−(S−µ
z )

, (10)

where µ is the shift and z is the steepness of the sigmoid.

For example, µ can be the dark current offset. Similarly, if

the noise is derived from a Gaussian distribution, z can be

the standard deviation. In addition, we should account for

the effect of post-processing on image noise [24, 17].



(a) (b) (c)

Figure 8. Simulating image formation for finding the optimal sensor-source configuration. (a) A schematic view of the volume. We use a

point light source (L) and a pinhole camera (C). The object is Lambertian, with reflectance R. (b) We calculate D, A and B according to

Eqs. (11-13). (c) In the case of light striping, the point O
′ is not getting directly irradiated by the source. Also, the viewing ray from O

′

does not intersect the common backscatter volume. Thus, the direct component and the backscatter component at O
′ are null. This results

in a brightness gradient across the stripe edge. The strength of the gradient is given by Eq. 9.

3.2. Simulations

Consider an underwater scenario where a remote oper-

ated vehicle (ROV) wants to capture images at a given dis-

tance. Given an approximate estimate of the object albedo,

medium scattering parameters [13] and sensor noise, we can

simulate the image formation process. To illustrate the con-

cept, we simulate the image formation process for our ex-

perimental setup. The Lambertian object reflectance was

assumed to be 0.6. For different source-camera configu-

rations, we compute the appropriate quality measure de-

scribed above. Then, the optimal configuration is the one

that maximizes the quality measure.

Figure 8 illustrates the image formation geometry. In our

experiments and simulations, the scene and camera remain

fixed, while the source is moved to vary the sensor-source

separation dLC. Point O on the object is being observed by

the camera. Points X and Y are in the medium. The dis-

tances dLO, dCO, dLX, dXO, dCO, dLY and dYC, and the angles

φ, α, γ, θ are as illustrated in Figure 8. To keep our simula-

tions simple, we assume a single scattering model of light

transport and a homogeneous medium. The individual com-

ponents of light transport are then given by:

D =
I0

d2
LO

e−σ(dLO+dCO)R(φ) (11)

A =
∫

V

I0

d2
LX

e−σ(dLX+dXO+dCO)F (α)R(γ)dV (12)

B =
∫ C

O

I0

d2
LY

e−σ(dLY+dYC)F (θ)dY , (13)

where I0 is the source radiance, σ is the extinction coef-

ficient, R is the Lambertian object reflectance, F is the

scattering phase function (we use the two-term Henyey-

Greenstein function [8]) and V is the illuminated volume.

Polarized images, Eb and Ew are simulated according

to Eqs. (4-5). This requires knowledge of the DOP of the

backscatter p. Using our experimental setup, we estimated

p to be approximately 0.8, from the regions of the image

without any object. We can also compute p analytically,

given the dependence of the DOP of scattered light on the

scattering angle, such as given in the Appendix.

Optimal configuration for flood-lighting: Let us find

the configuration that is optimal in terms of both image

contrast and noise. We plot the product of the CQM and

W versus the sensor-source separation dLC (Figure 9a).

The tradeoff between contrast and SNR results in a local

maximum. Notice that polarization improves image quality

as compared to unpolarized imaging. However, since the

DOP (and hence, the amount of contrast enhancement)

is similar for all sensor-source positions, the location of

the peak remains the same. The curve for the ideal case

of zero noise increases monotonically. However, for real

world scenarios, where measurement noise places limits

on the sensor’s abilities, our approach can yield an optimal

placement. This is illustrated in Figure 9 (b-c). The

image taken using the optimal separation (40 cms) has

high contrast and low noise. On the other hand, notice the

significant noise in the image taken using a large separation

(60 cms).

Optimizing the light stripe scan: The case of light stripe

scanning is more interesting. Instead of illuminating the

whole scene at once, we illuminate it using one sheet of

light at a time. We want to find the optimal light stripe scan.

Should we scan the scene (a) by rotating the source, (b)

by translating it, or (c) a combination thereof? To answer

this, we plot the product of the GQM and the W for our

setup (Figure 10). We observe different optimal separations

for different (3 out of 30) stripe locations. Figure 10 (e)

shows the high-contrast image acquired using the results of

the simulations. The camera and the projector were placed
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Figure 9. Optimal sensor-source configuration for flood-lighting.

(a) Plot of CQM × W versus dLC for our experimental setup.

The tradeoff between contrast and SNR results in a maximum.

(b) Large separation (60 cms) results in heavy image noise (c) Op-

timal separation (40 cms) results in a high contrast, low noise im-

age (zoom into the marked area). Both the frames were captured

with the same exposure time.

at a small distance from the facade of the glass tank in real

experiments. By carefully choosing the light rays, we can

simulate a light source and a sensor placed on the glass fa-

cade, as assumed in the simulations. The optimal scan for

polarized light striping is the same as unpolarized light strip-

ing, but results in better image quality.

4. Discussion

We study new ways to control light transport for the pur-

pose of capturing better quality data in poor visibility en-

vironments. With existing techniques for measurement of

medium scattering [13] and polarization properties [27], our

simulation-based approach can be used to adapt the illu-

mination and sensing system in-situ. Post-processing ap-

proaches are expected to recover the scene when applied to

the images acquired using our system. Our analysis focused
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Figure 10. We can scan the scene (a) by rotating the source, (b) by

translating it, or (c) a combination thereof. (d) Plot of GQM ×

W versus dLC for different stripe locations O1, O2 and O3, for our

setup. We can notice different optimal separations for these stripe

locations. (e) A high contrast image resulting from the optimal

light stripe scan designed using simulations.

on a single divergent source and a single camera. It is worth

extending our analysis to multiple cameras and sources [11].

More broadly, we believe that better control of the light

transport can be achieved with greater flexibility in choosing

illumination and viewing rays.
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A. Degree of Polarization of Scattering

In this appendix, we study the dependence of the DOP

of the scattered light, DOPB, on the scattering angle and the

DOP of the incident light, DOPL. We consider only the ver-

tical and horizontal polarized components of linearly polar-

ized light. Hence, we consider the first 2 × 2 sub-matrix of

the full 4×4 Mueller matrix. Polarization properties of scat-

tered light can be characterized by the Mueller matrix [26]:

[
IB

QB

]
=

[
m11 m12

m21 m22

] [
IL

QL

]
, (14)

where IL is the sum, and QL is the difference of the horizon-

tal and vertically polarized components of the incident light.

Similarly, IB and QB are the sum and difference respectively

of the scattered light. Note that DOP = Q

I
. Consequently,

based on Eq. (14):

DOPB =
m21 + m22 DOPL

m11 + m12 DOPL

· (15)

Using the above equation and the measured Mueller ma-

trix data for ocean water [27], we plot DOPB versus the

scattering angle in Figure 11. For comparison, we also

plot the behavior for Rayleigh scattering. For low values of

DOPL (natural light), the curve qualitatively resembles that

of Rayleigh scattering. On the other hand, for a completely

polarized source (for example, an LCD projector), the curve

is flatter, with an average value of 0.8 for backscattering

angles. Interestingly, this agrees with the observation made

in [23] as well.
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Abstract. Current vision systems are designed to perform in clear weather. Needless to say, in any outdoor
application, there is no escape from “bad” weather. Ultimately, computer vision systems must include mechanisms
that enable them to function (even if somewhat less reliably) in the presence of haze, fog, rain, hail and snow.

We begin by studying the visual manifestations of different weather conditions. For this, we draw on what is
already known about atmospheric optics, and identify effects caused by bad weather that can be turned to our
advantage. Since the atmosphere modulates the information carried from a scene point to the observer, it can be
viewed as a mechanism of visual information coding. We exploit two fundamental scattering models and develop
methods for recovering pertinent scene properties, such as three-dimensional structure, from one or two images
taken under poor weather conditions.

Next, we model the chromatic effects of the atmospheric scattering and verify it for fog and haze. Based on this
chromatic model we derive several geometric constraints on scene color changes caused by varying atmospheric
conditions. Finally, using these constraints we develop algorithms for computing fog or haze color, depth segmen-
tation, extracting three-dimensional structure, and recovering “clear day” scene colors, from two or more images
taken under different but unknown weather conditions.

Keywords: physics based vision, atmosphere, bad weather, fog, haze, visibility, scattering, attenuation, airlight,
overcast sky, scene structure, defog, dehaze

1. Computer Vision and the Weather

Virtually all work in computer vision is based on the
premise that the observer is immersed in a transparent
medium (air). It is assumed that light rays reflected by
scene objects travel to the observer without attenuation
or alteration. Under this assumption, the brightness of
an image point depends solely on the brightness of a
single point in the scene. Quite simply, existing vision
sensors and algorithms have been created only to func-
tion on “clear” days. A dependable vision system how-
ever must reckon with the entire spectrum of weather
conditions, including, haze, fog, rain, hail and snow.

The study of the interaction of light with the atmo-
sphere (and hence weather) is widely known as atmo-
spheric optics. Atmospheric optics lies at the heart of

the most magnificent visual experiences known to man,
including, the colors of sunrise and sunset, the blueness
of the clear sky, and the rainbow (see Minnaert (1954)
and Henderson (1977)). The literature on this topic has
been written over the past two centuries. A summary of
where the subject as a whole stands would be too am-
bitious a pursuit. Instead, our objective will be to sieve
out of this vast body of work, models of atmospheric
optics that are of direct relevance to computational vi-
sion. Our most prominent sources of background mate-
rial are the works of McCartney (1975) and Middleton
(1952) whose books, though dated, serve as excellent
reviews of prior work.

The key characteristics of light, such as its intensity
and color, are altered by its interactions with the atmo-
sphere. These interactions can be broadly classified
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into three categories, namely, scattering, absorption
and emission. Of these, scattering due to suspended
particles is the most pertinent to us. As can be expected,
this phenomenon leads to complex visual effects. So,
at first glance, atmospheric scattering may be viewed
as no more than a hindrance to an observer. However, it
turns out that bad weather can be put to good use. The
farther light has to travel from its source (say, a surface)
to its destination (say, a camera), the greater it will
be effected by the weather. Hence, bad weather could
serve as a powerful means for coding and conveying
scene structure. This observation lies at the core of our
investigation; we wish to understand not only what
bad weather does to vision but also what it can do for
vision.

Surprisingly little work has been done in computer
vision on weather related issues. An exception is
the work of Cozman and Krotkov (1997) which uses
the scattering models in McCartney (1975) to com-
pute depth cues. Their algorithm assumes that all scene
points used for depth estimation have the same inten-
sity on a clear day. Since scene points can have their
own reflectances and illuminations, this assumption is
hard to satisfy in practice.

Research in image processing has been geared to-
wards restoring contrast of images degraded by bad
weather. Note that bad weather effects depend strongly
on the depths of scene points. Hence, simple contrast
enhancement techniques such as histogram equaliza-
tion and contrast stretching do not suffice here. Oakley
and Satherley (1998) use separately measured range
data and describe an algorithm to restore contrast of at-
mospherically degraded images based on the principles
of scattering. However, they approximate the distribu-
tion of radiances in the scene by a single gaussian with
known variance. Kopeika (1998) and Yitzhaky et al.
(1998) restore image contrast using weather predicted
atmospheric modulation transfer function and an a pri-
ori estimate of the distance from which the scene was
imaged.

The goal of our work is to lay the foundation for
interpreting scenes from one or more images taken un-
der bad weather conditions. We discuss various types
of weather conditions and their formation processes.
We summarize two models of atmospheric scattering—
attenuation and airlight—that are most pertinent to us.
Using these models, we develop algorithms that re-
cover complete depth maps of scenes without requiring
any prior information about the properties of the scene
points or atmospheric conditions.

Next, we study the color effects of atmospheric scat-
tering. A new model that describes the appearance of
scene colors under bad weather is presented and ver-
ified for fog and haze. Based on this color model, we
develop several geometric constraints on scene-color
changes, caused by varying atmospheric conditions.
Using these constraints, we present methods to recover
structure as well as “clear day” scene colors from im-
ages taken under poor weather conditions. All of these
methods only require changes in weather conditions
and accurate measurement of scene irradiance, and not
any prior information about the scene points or weather
conditions.

2. Bad Weather: Particles in Space

Weather conditions differ mainly in the types and sizes
of the particles involved and their concentrations in
space. A great deal of effort has gone into measur-
ing particle sizes and concentrations for a variety of
conditions (see Table 1). Given the small size of air
molecules, relative to the wavelength of visible light,
scattering due to air is rather minimal. We will refer
to the event of pure air scattering as a clear day (or
night). Larger particles produce a variety of weather
conditions which we will briefly describe below.

Haze. Haze is constituted of aerosol which is a dis-
persed system of small particles suspended in gas.
Haze has a diverse set of sources including volcanic
ashes, foliage exudation, combustion products, and
sea salt (see Hidy (1972)). The particles produced by
these sources respond quickly to changes in relative
humidity and act as nuclei (centers) of small water
droplets when the humidity is high. Haze particles
are larger than air molecules but smaller than fog
droplets. Haze tends to produce a distinctive gray or
bluish hue and is certain to effect visibility.

Table 1. Weather conditions and associated particle types, sizes
and concentrations (adapted from McCartney (1975)).

Condition Particle type Radius (µm) Concentration (cm−3)

Air Molecule 10−4 1019

Haze Aerosol 10−2–1 103–10

Fog Water droplet 1–10 100–10

Cloud Water droplet 1–10 300–10

Rain Water drop 102–104 10−2–10−5
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Fog. Fog evolves when the relative humidity of an air
parcel reaches saturation. Then, some of the nuclei
grow by condensation into water droplets. Hence,
fog and certain types of haze have similar origins
and an increase in humidity is sufficient to turn haze
into fog. This transition is quite gradual and an inter-
mediate state is referred to as mist. While perceptible
haze extends to an altitude of several kilometers, fog
is typically just a few hundred feet thick. A practical
distinction between fog and haze lies in the greatly
reduced visibility induced by the former. There are
many types of fog (ex., radiation fog, advection fog,
etc.) which differ from each other in their formation
processes (Myers, 1968).

Cloud. A cloud differs from fog only in existing at
higher altitudes rather than sitting at ground level.
While most clouds are made of water droplets like
fog, some are composed of long ice crystals and ice-
coated dust grains. Details on the physics of clouds
and precipitation can be found in Mason (1975). For
now, clouds are of less relevance to us as we restrict
ourselves to vision at ground level rather than high
altitudes.

Rain and snow. The process by which cloud droplets
turn to rain is a complex one (Mason, 1975). When
viewed up close, rain causes random spatial and tem-
poral variations in images and hence must be dealt
with differently from the more static weather con-
ditions mentioned above. Similar arguments apply
to snow, where the flakes are rough and have more
complex shapes and optical properties (Koenderink
and Richards, 1992; Ohtake, 1970). Snow too, we
will set aside for now.

3. Mechanisms of Atmospheric Scattering

The manner in which a particle scatters incident light
depends on its material properties, shape and size. The
exact form and intensity of the scattering pattern varies
dramatically with particle size (Minnaert, 1954). As

Figure 1. A particle in the path of an incident light wave abstracts
and reradiates incident energy. It therefore behaves like a point source
of light. The exact scattering function is closely related to the ratio of
particle size to wavelength of incident light. (Adapted from Minnaert
(1954)).

seen in Fig. 1, a small particle (about 1/10 λ, where
λ is the wavelength of light) scatters almost equally
in the forward (incidence) and backward directions,
a medium size particle (about 1/4 λ) scatters more
in the forward direction, and a large particle (larger
than λ) scatters almost entirely in the forward direc-
tion. Substantial theory has been developed to derive
scattering functions and their relations to particle size
distributions (Mie, 1908; Hulst, 1957; Chandrasekhar,
1960; Chu and Hogg, 1968; Rensch and Long, 1970;
Nieto-Vesperinas and Dainty, 1990).

Figure 1 illustrates scattering by a single particle.
Clearly, particles are accompanied in close proximity
by numerous other particles. However, the average sep-
aration between atmospheric particles is several times
the particle size. Hence, the particles can be viewed as
independent scatterers whose scattered intensities do
not interfere with each other. This does not imply that
the incident light is scattered only by a single particle.
Multiple scatterings take place and any given particle
is exposed not only to the incident light but also light
scattered by other particles. A simple analogy is the
inter-reflections between scene points. In effect, multi-
ple scattering causes the single scattering functions in
Fig. 1 to get smoother and less directional.

Now, consider the simple illumination and detection
geometry shown in Fig. 2. A unit volume of scatter-
ing medium with suspended particles is illuminated
with spectral irradiance E(λ) per cross section area.
The radiant intensity I (θ, λ) of the unit volume in the
direction θ of the observer is (see McCartney (1975)):

I (θ, λ) = β(θ, λ)E(λ), (1)

where, β(θ, λ) is the angular scattering coefficient. The
radiant intensity I (θ, λ) is the fiux radiated per unit
solid angle, per unit volume of the medium. The irradi-
ance E(λ) is, as always, the flux incident on the volume

Figure 2. A unit volume of randomly oriented suspended particles
illuminated and observed.
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per unit cross-section area. The total flux scattered (in
all directions) by this volume is obtained by integrating
over the entire sphere:

φ(λ) = β(λ)E(λ), (2)

where, β(λ) is the total scattering coefficient. It rep-
resents the ability of the volume to scatter flux of a
given wavelength in all directions. It is generally as-
sumed that the coefficient β(λ) is constant (homoge-
neous medium) over horizontal paths. To satisfy this
constraint, we will restrict ourselves to the case where
the observer is at (or close to) ground level and is in-
terested not in the sky but other objects on (or close
to) ground level. Also, we will assume that the atmo-
sphere is more or less homogeneous in the scene of
interest.

3.1. Attenuation

The first mechanism that is relevant to us is the at-
tenuation of a beam of light as it travels through
the atmosphere. This causes the radiance of a scene
point to fall as its depth from the observer increases.
Here, we will summarize the derivation of the atten-
uation model given in McCartney(1975). Consider a
collimated beam of light incident on the atmospheric
medium, as shown in Fig. 3. The beam is assumed to
have unit cross-sectional area. Consider the beam pass-
ing through an infinitesimally small sheet (lamina) of
thickness dx . The fractional change in irradiance at
location x can be written as:

d E(x, λ)

E(x, λ)
= −β(λ) dx . (3)

Figure 3. Attenuation of a collimated beam of light by suspended
particles. The attenuation can be derived by viewing the medium as
a continuum of thin sheets.

By integrating both sides between the limits x = 0 and
x = d we get:

E(d, λ) = Eo(λ)e−β(λ)d , (4)

where, Eo(λ) is the irradiance at the source (x = 0). This
is Bouguer’s exponential law of attenuation (Bouguer,
1729). At times, attenuation due to scattering is ex-
pressed in terms of optical thickness, T = β(λ)d. The
utility of Bouguer’s law is somewhat limited as it as-
sumes a collimated source of incident energy. This is
easily remedied by incorporating the inverse-square
law for diverging beams from point sources:

E(d, λ) = Io(λ)e−β(λ)d

d2
, (5)

where, Io(λ) is the radiant intensity of the point source.
This is Allard’s law (Allard, 1876). (See Hardy (1967)
for an analysis of the applicability of the inverse square
criterion for sources of various sizes.)

In deriving Allard’s law, we have assumed that all
scattered flux is removed from the incident energy. The
fraction of energy that remains is called direct transmis-
sion and is given by expression (5). We have ignored the
flux scattered in the forward direction (towards the ob-
server) by each particle. Fortunately, this component is
small in vision applications since the solid angles sub-
tended by the source and the observer with respect to
each other are small (see Middleton (1949)). In the re-
mainder of the paper, we refer to the terms direct trans-
mission model and attenuation model interchangeably.

Finally, in some situations such as heavy fog, the
exponential law may not hold due to significant mul-
tiple scatterings of light by atmospheric particles. We
will assume here that once light flux is scattered out
of a column of atmosphere (seen by a pixel, say), it
does not re-enter the same column (or only an insignif-
icant amount does). Multiple scattering can also cause
blurring in the image of a scene. In other words, the
flux scattered out of an atmospheric column (visible to
a pixel) enters another column (seen by a neighboring
pixel). In this work, we do not model the blurring effects
of multiple scattering.

3.2. Airlight

A second mechanism causes the atmosphere to behave
like a source of light. This phenomenon is called airlight
(Koschmieder, 1924) and it is caused by the scatter-
ing of environmental illumination by particles in the
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atmosphere. The environmental illumination can have
several sources, including, direct sunlight, diffuse sky-
light and light reflected by the ground. While attenua-
tion causes scene radiance to decrease with pathlength,
airlight increases with pathlength. It therefore causes
the apparent brightness of a scene point to increase
with depth. We now build upon McCartney’s (1975)
derivation of airlight as a function of pathlength.

Consider the illumination and observation geometry
shown in Fig. 4. The environmental illumination along
the observer’s line of sight is assumed to be constant
but unknown in direction, intensity and spectrum. In
effect, the cone of solid angle dω subtended by a sin-
gle receptor at the observer’s end, and truncated by a
physical object at distance d , can be viewed as a source
of airlight. The infinitesimal volume dV at distance x
from the observer may be written as the product of the
cross section area, dω x2, and thickness dx :

dV = dω x2 dx . (6)

Irrespective of the exact type of environmental illumi-
nation incident upon dV , its intensity due to scattering
in the direction of the observer is:

d I (x, λ) = dV kβ(λ) = dωx2 dxkβ(λ), (7)

where, β(λ) is the total scattering coefficient and the
proportionality constant k accounts for the exact na-
ture of the illumination and the form of the scattering
function.

Figure 4. The cone of atmosphere between an observer and an
object scatters environmental illumination in the direction of the
observer. It therefore acts like a source of light, called airlight, whose
brightness increases with pathlength.

If we view element dV as a source with intensity
d I (x, λ), the irradiance it produces at the observer’s
end, after attenuation due to the medium, is given by
(5):

d E(x, λ) = d I (x, λ)e−β(λ)x

x2
. (8)

We can find the radiance of dV from its irradiance as:

d L(x, λ) = d E(x, λ)

dω
= d I (x, λ)e−β(λ)x

dωx2
. (9)

By substituting (7) we get d L(x, λ) = kβ(λ)e−β(λ)x dx .
Now, the total radiance of the pathlength d from the
observer to the object is found by integrating this
expression between x = 0 and x = d:

L(d, λ) = k
(
1 − e−β(λ)d

)
. (10)

If the object is at an infinite distance (at the horizon), the
radiance of airlight is maximum and is found by setting
d = ∞ to get L∞(λ) = k. Therefore, the radiance of
airlight for any given pathlength d is:

L(d, λ) = L∞(λ)
(
1 − e−β(λ)d

)
. (11)

As expected, the radiance of airlight for an object right
in front of the observer (d = 0) equals zero. Of great
significance to us is the fact that the above expression
no longer includes the unknown factor k. Instead, we
have the airlight radiance L∞(λ) at the horizon, which
is an observable.

3.3. Overcast Sky Illumination

Allard’s attenuation model in (5) is in terms of the
radiant intensity of a point source. This formulation
does not take into account the sky illumination and
its reflection by scene points. We make two simpli-
fying assumptions regarding the illumination received
by a scene point. Then, we reformulate the attenuation
model in terms of sky illumination and the BRDF of
scene points.

Usually, the sky is overcast under foggy conditions.
So, we use the overcast sky model for environmen-
tal illumination (Gordon and Church, 1966; Moon and
Spencer, 1942). We also assume that the irradiance at
each scene point is dominated by the radiance of the
sky, and that the irradiance due to other scene points
is not significant. In Appendix A, we show that the
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attenuated irradiance at the observer is given by,

E(d, λ) = g
L∞(λ)ρ(λ)e−β(λ)d

d2
. (12)

where L∞(λ) is the horizon radiance. ρ(λ) represents
the sky aperture (the cone of sky visible to a scene
point), and the reflectance of the scene point in the di-
rection of the viewer. g represents the optical settings of
the camera (aperture, for instance). Note that we refer
to (5) as the direct transmission model while dealing
with images of light sources taken at night. However,
while dealing with images of scenes taken during day-
light, we refer to (12) as the direct transmission model.

4. Depths of Light Sources from Attenuation

Consider the image of an urban setting taken at night
(see Fig. 5). Environmental illumination of the scene
due to sunlight, skylight and reflected ground light are
minimal and hence airlight can be safely ignored. The
bright points in the image are mainly sources of light
such as street lamps and windows of lit rooms. On a
clear night, these sources are visible to a distant ob-
server in their brightest and clearest forms. As haze or
fog sets in, the radiant intensities of the sources dimin-
ish due to attenuation. Our goal here is to recover the
relative depths of the sources in the scene from two
images taken under different (unknown) atmospheric
conditions.

Since environmental illumination is negligible at
night, the image irradiance of a light source in the scene
can be expressed using the attenuation model (5) as:

E(d, λ) = g
Io(λ)e−β(λ)d

d2
, (13)

Figure 5. The relative depths of sources of unknown intensities can
be recovered from two images taken under different but unknown
atmospheric conditions.

where, Io(λ) is the radiant intensity of the source, d
is the distance between the source and the camera and
the constant gain g accounts for the optical parameters
(aperture, for instance) of the camera. It is important
to note that β(λ) is the total scattering coefficient and
not the angular one. We are assuming here that the
lines of sight are not too inclined and hence all lines
of sight pass through the same atmospheric conditions.
This removes all dependence on the exact form of the
scattering function; the attenuation is determined by a
single coefficient β(λ) that is independent of viewing
direction.

If the detector of the camera has spectral response
s(λ), the final image brightness recorded is determined
as:

E ′ =
∫

s(λ)E(d, λ) dλ =
∫

gs(λ)
Io(λ)e−β(λ)d

d2
dλ.

(14)

For the visible light spectrum, the relationship be-
tween the scattering coefficient β, and the wavelength
λ, is given by the inverse power law (analogous to
Rayleigh’s law for small air particles):

β(λ) = Constant

λγ
, (15)

where γ ∈ [0, 4]. Fortunately, for fog and dense haze,
γ ≈ 0 (see Middleton (1952) and McCartney (1975)).
In these cases, β does not change appreciably with
wavelength. Furthermore, since the spectral bandwidth
of the camera is rather limited (visible light range for
a gray-scale camera, and even narrower spectral bands
when the camera is color), we will assume the scatter-
ing coefficient β(λ) to be constant over this bandwidth.
Then, we have:

E ′ = g
e−βd

d2

∫
s(λ)I (λ) dλ = g

e−βd

d2
I ′. (16)

Now consider two different weather conditions, say,
mild and dense fog. Or, one of the conditions could be
clear with β = 0. In either case we have two different
attenuation coefficients, β1 and β2. If we take the ratio
of the two resulting image brightness values, we get:

R = E ′
1

E ′
2

= e−(β1−β2)d . (17)

Using the natural log, we obtain: R′ = ln R = −(β1 −
β2)d. This quantity is independent of the sensor gain
and the radiant intensity of the source. In fact, it is
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nothing but the difference in optical thicknesses (DOT)
of the source for two weather conditions. In the at-
mospheric optics literature, the term DOT is used as a
quantitative measure of the “change” in weather con-
ditions. Now, if we compute the DOTs of two different
light sources in the scene (see Fig. 5) and take their ra-
tio, we determine the relative depths of the two source
locations:

R′
i

R′
j

= di

d j
(18)

Hence, the relative depths of all sources (with unknown
radiant intensities) in the scene can be computed from
two images taken under unknown but different haze or
fog conditions. Since we may not entirely trust the DOT
computed for any single source, the above calculation
may be made more robust by using:

R′
i∑ j=N

j=0 R′
j

= di∑ j=N
j=0 d j

(19)

By setting the denominator on the right hand side to an
arbitrary constant we have computed the depths of all
sources in the scene up to a scale factor.

Figure 6 shows experimental results on the recovery
of light sources from night images. This experiment
and all subsequent ones are based on images acquired
using a Nikon N90s SLR camera and a Nikon LS-2000
slide scanner. All images are linearized using the ra-
diometric response curve of the imaging system that
is computed off-line using a color chart. Figure 6(a)
shows a clear day image of a scene with five lamps.
This image is provided only to give the reader an idea
of where the lamps are located in the scene. Figures
6(b) and (c) are clear night and foggy night images of
the same scene. The above algorithm for depth estima-
tion was used to recover the locations of all five light
sources up to a scale factor. Figure 6(d) shows different
perspectives of the recovered coordinates of the lamps
in three-dimensional space. The poles and the ground
plane are added only to aid visualization of the results.

5. Structure from Airlight

Under dense fog and close by objects or mild fog and
distant objects, attenuation of object brightness is se-
vere and airlight is the main cause of image irradiance.
Also, in the case of dense haze around noon, airlight
dominates. In such cases, airlight causes object bright-
ness to increase with distance from the observer. Here,

we present a simple method for computing scene struc-
ture from a single airlight image. A different but re-
lated method for computing depth cues was proposed
by Cozman and Krotkov (1997).

Let a scene point at depth d produce airlight radiance
L(d, λ). If our camera has a spectral response s(λ), the
final brightness value recorded for the scene point is:

E ′(d) =
∫

gs(λ)L(d, λ) dλ, (20)

where, g accounts for the constant of proportionality
between scene radiance and image irradiance (Horn,
1986). Substituting the model for airlight given by (11)
we get:

E ′(d) =
∫

gs(λ)L∞(λ)
(
1 − e−β(λ)d

)
dλ (21)

where, L∞(λ) is again the radiance of airlight at the
horizon. As before, we will assume that the scatter-
ing coefficient β(λ) is more or less constant over the
spectral band of the camera. This allows us to write:

E ′(d) = E∞(1 − e−βd ). (22)

Let us define:

S = E∞ − E ′(d)

E∞
. (23)

By substituting (22) in the above expression and taking
the natural logarithm, we get:

S′ = ln S = −βd. (24)

Hence, the three-dimensional structure of the scene
can be recovered up to a scale factor (the scattering
coefficient β) from a single image. Clearly, at least
a small part of the horizon must be visible to obtain
E∞. If so, this part is easily identified as the bright-
est region of the image. If there is a strong (direc-
tional) sunlight component to the illumination, scat-
tering would be greater is some directions and airlight
could be dependent on viewing direction. This problem
can be alleviated by using the horizon brightness E∞
that lies closest to the scene point under consideration.
Figure 7 shows the structure of an urban setting com-
puted from a hazy image taken around noon, and the
structure of a mountain range computed using a foggy
image. Given that some of the objects are miles away
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Figure 6. Relative depths from brightness decay of point sources at night. (a) A scene with five light sources (street lamps). This image is shown
only to convey the relative locations of the sources to the reader. (b) An image of the scene taken on a clear night. (c) An image of the scene taken
on a foggy night. The three-dimensional coordinates of the five sources were computed from images (b) and (c). (d) Rotated graphical illustrations
used to demonstrate the computed lamp coordinates (small bright spheres). The lamp poles and the ground plane are added only to aid visualization.

from the camera, such scene structures are hard to com-
pute using stereo or structure from motion. An interest-
ing study of the visibility of distant mountains taking
into account earth’s curvature can be found in Porch
(1975).

6. Dichromatic Atmospheric Scattering

Thus far, we have not taken into account the chro-
matic effects of atmospheric scattering. Furthermore,
we have described attenuation and airlight separately.

However, in most situations the effects of both attenua-
tion and airlight coexist. In the remainder of the paper,
we discuss the chromatic effects of atmospheric scat-
tering that include both attenuation and airlight, and
hence develop a general framework for analyzing color
images taken in bad weather. For this, we first present
a new model that describes the appearance of scene
colors in poor visibility conditions.

As we know, attenuation causes the radiance of the
surface to decay as it travels to the observer. In addition,
if the particle sizes are comparable to the wavelengths
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Figure 7. Structure from one image taken under dense fog/haze. (Left column) (a) Image of an urban scene taken under noon haze. (b) Depth
map of the scene computed using the image in (a). (c) A three-dimensional rendering of the scene. (Right column) (d) Image of a mountain
range taken under foggy conditions. (e) Depth map computed from the image in (d). (f) A three-dimensional rendering of the scene. Some of
the objects in these scenes are several kilometers away from the camera.

of the reflected light, the spectral composition of the re-
flected light can be expected to vary as it passes through
the medium. For fog and dense haze, these shifts in
the spectral composition are minimal (see Middleton
(1952) for details), and hence we may assume the hue
of direct transmission to be independent of the depth
of the reflecting surface. The hue of airlight depends
on the particle size distribution and tends to be gray or
light blue in the case of haze and fog. Therefore, the
final spectral distribution E(d, λ) received by the ob-
server is a sum of the distributions D(d, λ) of directly
transmitted light and A(d, λ) of airlight, which are de-

termined by the attenuation model (12) and the airlight
model (11) respectively:

E(d, λ) = D(d, λ) + A(d, λ),

D(d, λ) = g
e−β(λ)d

d2
L∞(λ)ρ(λ), (25)

A(d, λ) = g
(
1 − e−β(λ)d

)
L∞(λ).

Here, L∞(λ) is the radiance of the horizon (d = ∞),
and g is a constant that accounts for the optical settings
of the imaging system. ρ(λ) represents the reflectance
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properties and sky aperture of the scene point. We refer
to the above expression as the dichromatic atmospheric
scattering model. It is similar in its spirit to the dichro-
matic reflectance model (Shafer, 1985) that describes
the spectral effects of diffuse and specular surface re-
flections. A fundamental difference here is that one of
our chromatic components is due to surface and vol-
ume scattering (transmission of reflected light) while
the other is due to pure volume scattering (airlight). If
a chromatic filter with a spectral response f (λ) is in-
corporated into the imaging system, image irradiance
is obtained by multiplying (25) by f (λ) and integrating
over λ:

E ( f )(d) = D( f )(d) + A( f )(d). (26)

In the case of a color image detector several such filters
(say, red, green and blue) with different sensitivities
are used to obtain a color measurement vector. The
dichromatic model can then be written as:

E(d) = D(d) + A(d) (27)

where, E = [E ( f1), E ( f2), . . . . E ( fn )]T . As we men-
tioned earlier (see (15)), for fog and haze, the depen-
dence of the scattering coefficient β(λ) on the wave-
length (within the small bandwidth of the camera) of
light tends to be rather small. Therefore, except in the
case of certain types of metropolitan haze, we may as-
sume the scattering coefficient to be constant with re-
spect to wavelength (β(λ) = β). Then, expression (26)
may be simplified as:

E ( f )(d) = p′(d)D( f ) + q ′(d)A( f ), (28)

where:

D( f ) =
∫

g f (λ)L∞(λ)ρ(λ) dλ,

A( f ) =
∫

g f (λ)L∞(λ) dλ, (29)

p′(d) = e−βd

d2
, q ′(d) = (1 − e−βd ).

Here, D( f ) is the image irradiance due to the scene point
without atmospheric attenuation and A( f ) is the image
irradiance at the horizon in the presence of bad weather.
We are assuming here that the clear and bad weather
have illuminations with similar spectral distributions.
Hence, the color measurement given by (27) can be
rewritten as: E(d) = p′(d)D+q ′(d)A. Since the inten-
sity of illumination (or magnitude of the illumination

Figure 8. Dichromatic atmospheric scattering model. The color E
of a scene point on a foggy or hazy day, is a linear combination of
the direction D̂ of direct transmission color, and the direction Â of
airlight color.

spectrum) at a scene point is expected to vary between
clear and bad weather, it is more convenient to write:

E(d) = m|L∞|p′(d)D̂ + n|L∞|q ′(d)Â (30)

where D̂ and Â are unit vectors and m and n are scalars.
|L∞| is the magnitude of the illumination spectrum. For
convenience, the dichromatic model is re-written as:

E = pD̂ + qÂ, (31)

where p is the magnitude of direct transmission, and q
is the magnitude of airlight (see Fig. 8). From (30) we
have,

p = E∞re−βd

d2
, q = E∞(1 − e−βd ). (32)

where E∞ = n|L∞|, is termed as the sky intensity and
r = m/n is a function that depends on the properties
of the scene point (reflectance and sky aperture). For
our analysis, the exact nature of r is not important; it
suffices to note that r does not depend on the weather
condition β.1 This simplified dichromatic scattering
model will prove useful in the coming sections when we
attempt to recover scene structure and remove weather
effects from images.

It is easy to see that the simplified dichromatic model
(31) is linear in color space. In other words, D̂, Â and
E lie on the same dichromatic plane in color space. As
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Figure 9. For fog and haze, the transmittance (e(−β(λ)d)) does not
vary appreciably with wavelength within the visible spectrum. The
plots were generated using the atmospheric transmission software
MODTRAN 4.0, with a fixed viewing geometry (distance, d and
viewing directions are fixed).

stated earlier, we impose the restriction that the hue of
illumination under various weather conditions remains
the same although its intensity can vary. It follows that
the unit vectors D̂ and Â do not change due to dif-
ferent atmospheric conditions (say, mild fog and dense
fog). Therefore, the colors of any scene point, observed
under different atmospheric conditions, lie on a single
dichromatic plane (see Fig. 10(a)).

We performed simulations using the atmospheric
transmission software MODTRAN 4.0 (Acharya et al.,
1999) to verify that the scattering coefficient does
not vary with wavelength within the visible spectrum
(0.4µ–0.7µ). Figure 9 shows plots of transmittance
(e−β(λ)d ) for a particular viewing geometry in fog and
haze respectively. The distance from the observer to the
scene was fixed at d = 0.2 km and the viewing direc-
tion was fixed at 5 degrees off the ground plane. The
plots show that the variation in β is very small within
the visible spectrum.

Experiments with real scenes (shown in Fig. 17)
were performed to verify this model under three differ-
ent fog and haze conditions. The sky was overcast in
all these conditions. The images used contained around
half a million pixels. The dichromatic plane for each
pixel was computed by fitting a plane to the colors of
that pixel, observed under the three atmospheric condi-
tions. The error of the plane-fit was computed in terms
of the angle between the observed color vectors and
the estimated plane. The average absolute error (in de-

Figure 10. (a) Dichromatic plane geometry and its verification. The
observed color vectors Ei of a scene point under different (two in this
case) foggy or hazy conditions lie on a plane called the dichromatic
plane. (b) Experimental verification of the dichromatic model with
two scenes imaged under three different foggy and hazy conditions,
respectively. The error was computed as the mean angular deviation
(in degrees) of the observed scene color vectors from the estimated
dichromatic planes, over half a million pixels in the images.

grees) for all the pixels in each of the two scenes is
shown in Fig. 10(b). The small error values indicate
that the dichromatic model indeed works well for fog
and haze.

7. Weather Removal and Structure using
Chromatic Decomposition

Consider color images of a scene taken under clear
weather and foggy or hazy weather. Assume that the
clear day image is taken under environmental illumi-
nation with similar spectral characteristics as the bad
weather image. If not, a white patch in the scene may
be used to apply the needed color corrections. The sky
in the bad weather image reveals the direction of the
airlight color Â. The direction of the color D̂ of each
scene point is revealed by the clear weather image.
Therefore, Eq. (31) can be used to decompose the bad
weather color E at each pixel into its two components
and determine the airlight magnitude q(d). The result-
ing airlight image is then used to compute a depth
map as described in Section 5. Figure 11 shows ex-
perimental results obtained using the above decompo-
sition method. Figure 12 demonstrates a simple form of
weather removal by defogging windows of buildings.

In computing depth from the airlight component, we
have assumed that the atmosphere itself is uniformly
illuminated. Consider a pathlength that extends from a
point on a building to an observer. Clearly, atmospheric
points closer to the building see less of the sky due to
occlusion by the building. This effect increases towards
the foot of the building. Some of the errors in the com-
puted structure can be attributed to this illumination
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Figure 11. Structure from chromatic decomposition. (a) Clear day
image of buildings. (b) Foggy day image of the same scene. (c) The
direct transmission component (brightened) estimated by the chro-
matic decomposition algorithm. Black and gray points (windows)
are discarded due to lack of color. (d) Depth map of the scene com-
puted from the airlight component (depths of window areas are inter-
polated). (e) A three-dimensional rendering of the computed depth
map.

Figure 12. Demonstration of fog removal. (a) A clear day image
of a building taken under an overcast sky. The color directions (and
not magnitudes) of scene points (non-window regions) are recorded
as true colors or clear day colors. (b) A foggy day image of the
same scene again captured under an overcast sky. Note: Even though
both images in (a) and (b) were taken on overcast days (ie., spectral
composition of the daylight on both days are more or less identical),
the horizon brightnesses (and/or camera exposure parameters) can
vary. (c) The true colors recorded were used to decompose the foggy
image into direct transmission and airlight components. The airlight
component was subtracted from the window regions to demonstrate
a simple form of weather removal.
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occlusion effect (see Appendix B for a more detailed
treatment).

Finally, there are certain limitations to this type of
decomposition. First, we cannot decompose (31) if
both the airlight and scene points have the same color.
Also, this algorithm for chromatic decomposition is re-
strictive since it requires a clear day image of the scene.
In the remainder of the paper, we develop more general
constraints and algorithms to compute structure as well
as recover “clear day” colors, without requiring a clear
day image of the scene.

8. Computing the Direction of Airlight Color

The direction of airlight (fog or haze) color can be
simply computed by averaging a patch of the sky on
a foggy or hazy day (as was done in Section 7), or
from scene points whose direct transmission color is
black.2 However, these methods necessitate either (a)
the inclusion of a part of the sky (which is more prone to
color saturation or clipping) in the image or (b) a clear
day image of the scene with sufficient black points to
yield a robust estimate of the direction of airlight color.
Here, we present a method that does not require either
the sky or a clear day image, to compute the direction
of airlight color.

Figure 13 illustrates the dichromatic planes for two
scene points Pi and Pj , with different direct transmis-
sion colors D̂(i) and D̂( j). The dichromatic planes Qi

Figure 13. Intersection of two different dichromatic planes yields
the direction Â of airlight color.

and Q j are given by their normals,

Ni = E(i)
1 × E(i)

2 ,
(33)

N j = E( j)
1 × E( j)

2 .

Since the direction Â of the airlight color is the same for
the entire scene, it must lie on the dichromatic planes of
all scene points. Hence, Â is given by the intersection
of the two planes Qi and Q j ,

Â = Ni × N j

‖Ni × N j‖ . (34)

In practice, scenes have several points with different
colors. Therefore, we can compute a robust intersec-
tion of several dichromatic planes by minimizing the
objective function

ε =
∑

i

(Ni · Â)2. (35)

Thus, we are able to compute the color of fog or haze
using only the observed colors of the scene points under
two atmospheric conditions, and not relying on a patch
of the sky being visible in the image.

We verified the above method for the two scenes
shown in Fig. 17. First, the direction of airlight color
was computed using (35). Then, we compared it with
the direction of the airlight color obtained by averag-
ing an unsaturated patch of the sky. For the two scenes,
the angular deviations were found to be 1.2◦ and 1.6◦

respectively. These small errors in the computed di-
rections of airlight color indicate the robustness of the
method.

9. Dichromatic Constraints for Iso-depth
Scene Points

In this section, we derive a simple constraint for scene
points that are at the same depth from the observer. This
constraint can then be used to segment the scene based
on depth, without knowing the actual reflectances of
the scene points and their sky apertures. For this, we
first prove the following lemma.

Lemma. Ratios of the direct transmission magni-
tudes for points under two different weather conditions
are equal, if and only if the scene points are at equal
depths from the observer.

Proof: Let β1 and β2 be two unknown weather con-
ditions with horizon brightness values E∞1 and E∞2 .
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Let Pi and Pj be two scene points at depths di and d j ,
from the observer. Also, let r (i) and r ( j) represent sky
apertures and reflectances of these points.

From (32), the direct transmission magnitudes of Pi

under β1 and β2, can be written as

p(i)
1 = E∞1r

(i)e−β1di

d2
i

, p(i)
2 = E∞2r

(i)e−β2di

d2
i

.

Similarly, the direct transmission magnitudes of Pj

under β1 and β2, are

p( j)
1 = E∞1r

( j)e−β1d j

d2
j

, p( j)
2 = E∞2r

( j)e−β2d j

d2
j

.

Then, we immediately see that the relation:

p(i)
2

p(i)
1

= p( j)
2

p( j)
1

=
(

E∞2

E∞1

)
e−(β2−β1)d , (36)

holds if and only if di = d j = d .

So, if we have the ratio of direct transmissions for
each pixel in the image, we can group the scene points
according to their depths from the observer. But how
do we compute this ratio for any scene point without
knowing the actual direct transmission magnitudes?

Consider the dichromatic plane geometry for a scene
point P , as shown in Fig. 14. Here, we denote a vector
by the line segment between its end points. Let p1 and
p2 be the unknown direct transmission magnitudes of P

Figure 14. Geometric constraint for iso-depth scene points. The
ratio p2/p1 of the direct transmissions for a scene point under two
different atmospheric conditions is equal to the ratio |E2 At |/|Ei O|
of the parallel sides. Shaded triangles are similar.

under β1 and β2, respectively. Similarly let q1 and q2 be
the unknown airlight magnitudes for P under β1 and β2.

We define a magnitude |O At | on the airlight vector
such that E2 At ‖ E1 O . Also, since the direction of di-
rect transmission color for a scene point does not vary
due to different atmospheric conditions, E1 A1 ‖ E2 A2.
Here A1 and A2 correspond to the end points of the
airlight magnitudes of P under β1 and β2, as shown in
Fig. 14. Thus, �E1 O A1 ∼ �E2 At A2. This implies,

p2

p1
= q2 − |O At |

q1
= |E2 At |

|E1 O| . (37)

Since the right hand side of (37) can be computed using
the observed color vectors of the scene point P , we
can compute the ratio (p2/p1) of direct transmission
magnitudes for P under two atmospheric conditions.
Therefore, from (36), we have a simple method to find
points at the same depth, without having to know their
reflectances and sky apertures.

Let us now consider the numerical stability of the
direct transmission ratio (37). Under heavy fog/haze (or
when the dynamic range of the sensor is low), the direct
transmission magnitudes are low and their ratio could
be unstable. In such cases, the ratio constraint can be
supported by another constraint for depth segmentation
we describe briefly. Consider the dichromatic planes of
two different scene points as illustrated in Fig. 15. It

Figure 15. Another geometric constraint for two scene points to be
equidistant from the observer. The dichromatic planes for the two
points P1 and P2 are shown. Note that superscripts denote scene
points while subscripts denote weather conditions. Shaded triangles
are similar if and only if P1 and P2 are equidistant from the observer.

Hence the iso-depth constraint is E (1)
1 E (2)

1 ‖ E (1)
2 E (2)

2 .
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can be shown (using the geometric analysis in Fig. 14)
that the shaded triangles are similar if and only if the
two scene points are at equal depths from the observer.
Therefore, the constraint for two scene points to be
iso-depth is given in terms of observables,

E (1)
1 E (2)

1 ‖ E (1)
2 E (2)

2 . (38)

Using the constraints in (36) and (38) a sequential la-
beling like algorithm can be used to efficiently segment
scenes into regions of equal depth.

10. Scene Structure from Two Bad
Weather Images

We extend the direct transmission ratio constraint given
in (36) one step further and present a method to con-
struct the complete structure of an arbitrary scene, from
two images taken under poor weather conditions.

From (36), the ratio of direct transmissions of a scene
point P under two atmospheric conditions, is given
by

p2

p1
= E∞2

E∞1

e−(β2−β1)d . (39)

Note that we have already computed the left hand side
of the above equation using (37). Taking natural loga-
rithms on both sides, we get

(β2 − β1)d = ln

(
E∞2

E∞1

)
− ln

(
p2

p1

)
. (40)

So, if we know the horizon brightness values, E∞1 and
E∞2 , then we can compute the scaled depth (β2 −β1)d
at P . As before, (β2 − β1)d is just the difference in
optical thicknesses (DOT) for the pathlength d, under
the two weather conditions.

10.1. Estimation of E∞1 and E∞2

The expression for scaled depth give in (40), includes
the horizon brightness values, E∞1 and E∞2 . These two
terms are observables only if some part of the sky is
visible in the image. However, the brightness values
within the region of the image corresponding to the
sky, cannot be trusted since they are prone to intensity
saturation and color clipping. Here, we estimate E∞1

and E∞2 using only points in the “non-sky” region of
the scene.

Let q1 and q2 denote the magnitudes of airlight for
a scene point P under atmospheric conditions β1 and
β2. Using (32), we have

q1 = E∞1 (1 − e−β1d ), q2 = E∞2 (1 − e−β2d ). (41)

Therefore,

E∞2 − q2

E∞1 − q1
= E∞2

E∞1

e−(β2−β1)d . (42)

Substituting (39), we can rewrite the previous equation
as(

p2

p1

)
= q2 − c

q1
, where, c = E∞2 −

(
p2

p1

)
E∞1 .

(43)

Comparing (43) and (37), we get c = |O At | (see
Fig. 14). hence, the expression for c in (43) repre-
sents a straight line equation in the unknown param-
eters, E∞1 and E∞2 . Now consider several pairs of
{c(i), (p(i)

2 /p(i)
1 )} corresponding to scene points Pi , at

different depths. Then, the estimation of E∞1 and E∞2

is reduced to a line fitting problem. Quite simply, we
have shown that the horizon brightnesses under dif-
ferent weather conditions can be computed using only
non-sky scene points.

Since both the terms on the right hand side of (40) can
be computed for every scene point, we have a simple
algorithm for computing the scaled depth at each scene
point, and hence the complete scene structure, from two
images taken under different atmospheric conditions.

10.2. Experimental Results

We now present results showing scene structure recov-
ered from both synthetic and real images. The synthetic
scene we used is shown on the left side of Fig. 16(a)
as a 200 × 200 pixel image with 16 color patches. The
colors in this image represent the direct transmission or
“clear day” colors of the scene. We assigned a random
depth value to each color patch. The rotated 3D struc-
ture of the scene is shown on the right side of Fig. 16(a).
Then, two different levels of fog (β1/β2 = 0.67) were
added to the synthetic scene according to the dichro-
matic model. To test robustness, we added noise to the
foggy images. The noise was randomly selected from a
uniformly distributed color cube of dimension 10. The
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Figure 16. Experiments with a synthetic scene. (a) On the left, a
200 × 200 pixel image representing a synthetic scene with 16 color
patches, and on the right, its rotated 3D structure. (b) Two levels of
fog (β1/β2 = 0.67) are added to the synthetic image according to
the dichromatic model. To test robustness, noise is added by random
selection from a uniformly distributed color cube of dimension 10.
(c) The recovered structure (3 × 3 median filtered).

resulting two foggy (and noisy) images are shown in
Fig. 16(b). The structure shown in 16(c) is recovered
from the two foggy images using the technique we de-
scribed above.

Simulations were repeated for the scene in Fig. 16(a)
for two relative scattering coefficient values (β1/β2),
and three different noise levels. Once again, the noise
was randomly selected from a uniformly distributed
color cube of dimension η. Table 2 shows results of sim-
ulations for two parameter sets {β1/β2, E∞1 , E∞2} =
{0.5, 100, 255} and {0.67, 200, 400}. The computed

Figure 17. Structure from two bad weather images. (a) A scene im-
aged under two different foggy conditions. (b) Depth map computed
from images in (a). (c) Another scene imaged under two different
hazy conditions. (d) Depth map computed from images in (c). All
these images were captured under overcast sky conditions.

values for E∞1 , E∞2 , and the percentage RMS error
in the recovered scaled depths, computed over all
200 × 200 pixels are given. These results show that
our method for recovering structure is robust for rea-
sonable amounts of noise.

Experiments with two real scenes under foggy and
hazy conditions are shown in Fig. 17. The first of the
two scenes was imaged under two foggy conditions,
and is shown in 17(a). The second scene was imaged
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Table 2. Simulations were repeated for the scene in Fig. 16(a), for
two sets of parameter values, and three different noise levels. Noise
was randomly selected from a uniformly distributed color cube of
dimension η.

Noise (η) 0 5 10 15

Actual values {β1/β2, E∞1 , E∞2 } = {0.5, 100, 255}
Estimated E∞1 100 108.7 109.2 119.0

Estimated E∞2 255 262.7 263.6 274.0

Depth error (%) 0.0 7.14 11.7 15.3

Actual values {β1/β2, E∞1 , E∞2 } = {0.67, 200, 400}
Estimated E∞1 200 204.3 223.7 249.5

Estimated E∞2 400 403.8 417.5 444.2

Depth error (%) 0.0 12.3 15.3 17.8

under two hazy conditions as shown in 17(c).
Figure 17(b) and (d) shows the corresponding re-
covered depth maps.

11. Clear Day Scene Colors

As we stated in the beginning of the paper, most out-
door vision applications perform well only under clear
weather. Any discernible amount of scattering due to
fog or haze in the atmosphere, hinders a clear view
of the scene. Earlier we presented a simple form of
weather removal that requires a clear day image of the
scene (see Figs. 11 and 12 in Section 7). In this section,
we compute the scene colors as they would appear on
a clear but overcast day from two bad weather images.
More precisely, we compute the direct transmission
colors of the entire scene using minimal a priori scene
information. For this, we first show that, given addi-
tional scene information (airlight or direct transmission
vector) at a single point in the scene, we can compute
the clear day colors of the entire scene from two bad
weather images.

Consider the dichromatic model given in (31). The
color of a scene point Pi under weather condition β is,

E(i) = p(i)D̂(i) + q (i)Â, (44)

where p(i) is the direct transmission magnitude, and
q (i) is the airlight magnitude of Pi . Suppose that the
direction D̂(i) of direct transmission color for a single
point Pi is given. Besides, the direction Â of airlight
color for the entire scene can be estimated using (35).
Therefore, the coefficients p(i) and q (i) can be computed
using (44). Furthermore, the optical thickness βdi of
Pi can be computed from (32).

Since we have already shown how to compute the
scaled depth of every scene point (see (40)), the relative
depth d j/di of any other scene point Pj with respect
to Pi can be computed using the ratio of scaled depths.
Hence, the optical thickness and airlight for the scene
point Pj , under the same atmospheric condition are
given by

βd j = βdi (d j/di ),
(45)

q ( j) = E∞(1 − e−βd j ).

Finally, the direct transmission color vector of Pj can
be computed as

p( j)D̂( j) = E( j) − q ( j)Â. (46)

Thus, given a single measurement (in this case, the
direction of direct transmission color of a single scene
point), we have shown that the direct transmission and
airlight color vectors of any other point, and hence the
entire scene can be computed. But how do we specify
the clear day color of any scene point without actually
capturing the clear day image?

For this, we assume that there exists at least one
scene point whose direct transmission color D lies on

Figure 18. The observed color E of a scene point, its airlight di-
rection Â and clear day color direction D̂ are shown in the R-G-B
color cube. q̃ is the distance from E to a surface of the cube along
negative Â. For scene points whose clear day colors do not lie on the
cube surface, q̃ is greater than the true airlight magnitude q.
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Figure 19. [(a) and (c)] Clear day scene colors recovered from the
two foggy and hazy images shown in Fig. 17(a) and (c) respectively.
The colors in some of the dark window interiors are dominated by
airlight and thus their clear day colors are computed to be black.
The images are median filtered to reduce noise and brightened for
display purposes. [(b) and (d)] Actual clear day images of the scenes
are shown for qualitative comparison. Note: The clear day images
on the right and the bad weather images (Fig. 17) were captured
on different days. Some differences between actual and recovered
clear day colors are due to the different spectral distributions of
illumination in the scene, during image acquisition.

the surface of the color cube (including origin or black)
and we wish to identify such point(s) in the scene auto-
matically. Consider the R-G-B color cube in Fig. 18. If
the clear day color of a scene point lies on the surface

Figure 20. (a) and (b) Foggy images of a scene under an overcast
sky. (c) Defogged image. (d) Actual clear day image taken under a
partly cloudy sky.
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Figure 21. (a) Depth map computed using images in Fig. 20(a) and (b). Depth map is brightened for display purposes. (b) Table comparing
the computed relative depths with ground truth relative depths of 5 different regions, d1 − d4, in the scene. The relative depths are averaged over
small neighborhoods. Note that scaled depth can be computed only approximately due to the illumination occlusion problem (see Appendix B
for more details). The depths in some window interiors are not reliable since they changed during acquisition of images over time.

of the color cube, then the computed q̃ is equal to the
airlight magnitude q of that point. However, if it lies
within the color cube, then clearly q̃ > q . For each
point Pi , we compute q̃ (i) and optical thickness β̃1di .
Note that β̃1di may or may not be the correct optical
thickness. We normalize the optical thicknesses of the
scene points by their scaled depths (DOTs) to get

α̃i = β̃1di

(β2 − β1)di
. (47)

For scene points that do not lie on the color cube sur-
face, α̃i is greater than what it should be. Since we have
assumed that there exists at least one scene point whose
clear day color is on the surface of the cube, it must be
the point that has the minimum α̃i . So, q̃ (i) of that point
is its true airlight. Hence, from (45), the airlights and
direct transmission colors of the entire scene can be
computed without using a clear day image. For robust-
ness, we use k least α̃′

i s. We call this the Color Cube
Boundary Algorithm.

Figure 19 illustrates experiments with real scenes.
Usually in urban scenes, window interiors have very
little color of their own. Their intensities are solely
due to airlight and not due to direct transmission. In
other words, their direct transmission color is black
(the origin of the color cube). We detected such points
in the scene using the above technique and recovered
the clear day colors of foggy and hazy scenes. A second
result is shown in Figs. 20 and 21.

12. Summary

Research in atmospheric optics has been around for
over two centuries. The physical processes that govern
the effects of atmospheric scattering on scene appear-
ance are well established. This article is just an initial
attempt at understanding and exploiting the manifesta-
tions of weather in order to interpret, recover and ren-
der scenes under various atmospheric conditions. We
summarized existing models in atmospheric optics and
proposed new ones, keeping in mind the constraints
faced by most vision applications. We presented sev-
eral simple algorithms for recovering scene structure
from one or two bad weather images and demonstrated
that bad weather can be put to good use. Using scene
structure, algorithms to remove weather effects were
developed. We intend to use these results as building
blocks for developing more advanced weather-tolerant
vision techniques. Potential applications of this work
are in outdoor surveillance, navigation, underwater ex-
plorations and image based rendering.

Appendix A: Direct Transmission Under
Overcast Skies

We present an analysis of the effect of sky illumina-
tion and its reflection by a scene point, on the direct
transmission from the scene point. For this, we make
two simplifying assumptions on the illumination re-
ceived by scene points. Usually, the sky is overcast un-
der foggy conditions. So we use the overcast sky model
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Figure 22. The illumination geometry of a scene point P with sur-
face normal n̂. The irradiance of P is due to the airlight radiance of
its sky aperture �.

(Gordon and Church, 1966; IRIA, 1978) for environ-
mental illumination. We also assume that the irradiance
of each scene point is dominated by the radiance of the
sky, and that the irradiance due to other scene points is
not significant. See Langer and Zucker’s work (1994)
for a related analysis.

Consider the illumination geometry shown in
Fig. 22. Let P be a point on a surface and n̂ be its
normal. We define the sky aperture � of point P ,
as the cone of sky visible from P . Consider an in-
finitesimal patch of the sky, of size δθ in polar angle
and δφ in azimuth as shown in Fig. 22. Let this patch
subtend a solid angle δω at P . For overcast skies,
Moon (Moon and Spencer, 1942) and Gordon (Gordon
and Church, 1966) have shown that the radiance of
the infinitesimal cone δ�, in the direction (θ, φ) is
given by L(θ, φ) = L∞(λ)(1 + 2 cos θ )δω, where δω =
sin θ δθ δφ. Hence, the irradiance at P due to the entire
aperture �, is given by

E(λ) =
∫∫

�

L∞(λ)(1 + 2 cos θ ) cos θ sin θ dθ dφ,

(48)

where cos θ accounts for foreshortening (Horn, 1986).
If R is the BRDF of P , then the radiance from P toward
the observer can be written as

Lo(λ) =
∫∫

�

L∞(λ) f (θ )R(θ, φ, λ) dθ dφ, (49)

where f (θ ) = (1 + 2 cos θ ) cos θ sin θ . Let σ be the
projection of a unit patch around P , on a plane per-
pendicular to the viewing direction. Then, the radiant
intensity of P is given by Io(λ) = σ Lo(λ). Since L∞(λ)
is a constant with respect to θ and φ, we can factor it

out of the integral and write concisely as

Io(λ) = L∞(λ)ρ(λ), (50)

where

ρ(λ) = σ

∫∫
�

f (θ )R(θ, φ, λ) dθ dφ. (51)

The term ρ(λ) represents the sky aperture and the re-
flectance in the direction of the viewer. Substituting for
Io(λ) in the direct transmission model in (5), we obtain

E(d, λ) = g
L∞(λ)ρ(λ)e−β(λ)d

d2
, (52)

where g represents the optical setting of the camera
(exposure, for instance). We have thus formulated the
direct transmission model in terms of overcast sky il-
lumination and the reflectance of the scene points.

Appendix B: Illumination Occlusion Problem

In deriving the expression for the radiance due to
airlight in Section 3.2, we assumed that the atmosphere
is illuminated uniformly regardless of the type of illu-
mination. This is not always true since not all points
in the atmosphere “see” the same solid angle of the
sky. In fact, the scene itself occludes part of the sky
hemisphere visible to a point in the atmosphere. For
explanation purposes, consider a scene with a single
building. The solid angle subtended at any point in the
atmosphere by the sky is called its sky aperture. As seen
in Fig. 23, this solid angle decreases as the distance
increases from the observer for any given pathlength.
Similarly, the solid angle is smaller for points near the
bottom of the building.

We now present a simplified analysis of this effect.
We assume that the atmosphere is illuminated mainly
by overcast skylight (ground light is ignored here).
Then, the irradiance received by any point in the
atmosphere is given by (see Eq. (48)),

E = E (hemisphere) − E (occluded),

E (occluded) =
∫ φ

−φ

∫ θ

0
L∞(1 + 2 cos θ )

× cos θ sin θdθdφ, (53)

E (hemisphere) =
∫ π

−π

∫ π/2

0
L∞(1 + 2 cos θ )

× cos θ sin θdθdφ,
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Figure 23. The scene occludes the sky aperture of points in the
atmosphere. As a result points in the atmosphere are not uniformly
illuminated by the sky.

where E (hemisphere) is the irradiance the point would
receive from the entire sky hemisphere (as if there
were no occlusions). Eoccluded is the irradiance the point
would have received from the occluded part. θ and φ

denote the polar and azimuth of the occluded region.
The above equation simplifies to

E = L∞
7π − 7φ cos2 θ (3 + 4 cos θ )

3
. (54)

To correct for the radiance of airlight in Section 3.2,
we multiply by the fraction of irradiance received by
each point and rewrite the airlight radiance (10) of a
pathlength d as

L(d, λ)

= k
(
1 − e−β(λ)d

) −
∫ d

0
k

(
φ cos2 θ (3 + 4 cos θ )

π

)
× β(λ)e−β(λ)x dx . (55)

Note here that both θ and φ depend on the depth from
the observer x (see Fig. 23). In other words, the integral
in the previous equation depends on the exact extent of
occlusion by the scene. In our experiments, we have as-
sumed uniform illumination of the atmosphere and thus
some of the errors in the depth maps can be attributed
to this effect.
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Contrast Restoration of
Weather Degraded Images

Srinivasa G. Narasimhan and Shree K. Nayar

Abstract—Images of outdoor scenes captured in bad weather suffer from poor contrast. Under bad weather conditions, the light

reaching a camera is severely scattered by the atmosphere. The resulting decay in contrast varies across the scene and is exponential

in the depths of scene points. Therefore, traditional space invariant image processing techniques are not sufficient to remove weather

effects from images. In this paper, we present a physics-based model that describes the appearances of scenes in uniform bad

weather conditions. Changes in intensities of scene points under different weather conditions provide simple constraints to detect

depth discontinuities in the scene and also to compute scene structure. Then, a fast algorithm to restore scene contrast is presented. In

contrast to previous techniques, our weather removal algorithm does not require any a priori scene structure, distributions of scene

reflectances, or detailed knowledge about the particular weather condition. All the methods described in this paper are effective under

a wide range of weather conditions including haze, mist, fog, and conditions arising due to other aerosols. Further, our methods can be

applied to gray scale, RGB color, multispectral and even IR images. We also extend our techniques to restore contrast of scenes with

moving objects, captured using a video camera.

Index Terms—Physics-based vision, atmosphere, bad weather, fog, haze, visibility, scattering, attenuation, airlight, overcast sky,

scene structure, defog, dehaze, contrast restoration, shape from X, shape from weather, scene reconstruction.

æ

1 TOWARD WEATHER-FREE VISION

HUMAN perception of scene color and contrast through
the atmosphere has been extensively studied [14], [15],

[17], [18]. For centuries, artists have rendered their paint-
ings with an “atmospheric or aerial perspective” [7]. They
illustrate, in their paintings, optical phenomena such as the
bluish haze of distant mountains and reduced visibility
under adverse weather conditions such as mist, fog, rain,
and snow. Leonardo da Vinci’s paintings often contain an
atmospheric perspective of the background scene [26],
where farther scene points were painted brighter and bluer.
While these optical phenomena can be argued to be
aesthetically pleasing to humans, they are often hindrances
to the satisfactory working of a computer vision system.

Most outdoor vision applications such as surveillance,
terrain classification, and autonomous navigation require
robust detection of image features. Under bad weather
conditions, however, the contrast and color of images are
drastically altered or degraded. Hence, it is imperative to
remove weather effects from images in order to make vision
systems more reliable. Unfortunately, the effects of bad
weather increase exponentially with the distances of scene
points from the sensor. As a result, conventional space
invariant filtering techniques fail to adequately remove
weather effects from images.

Recently, there has been an increased interest in the
image processing and vision communities on issues
related to imaging under bad weather. Kopeika [13] and
Yitzhaky et al. [38] deblur atmospherically degraded

images using a weather-predicted atmospheric modulation
transfer function, and an a priori estimate of the distance
from which the scene is imaged. Oakley and Satherley [25]
and Tan and Oakley [33], [34] describe a physics-based
method to restore scene contrast without using predicted
weather information. However, they assume that scene
depths are known beforehand, and they approximate the
distribution of radiances in the scene by a single Gaussian
with known variance. Another work by Grewe and Brooks
[9] uses wavelet-based fusion of multiple bad weather
images to get a less blurred image.

Narasimhan and Nayar [21] analyze color variations in
the scene under different weather conditions based on the
dichromatic atmospheric scattering model proposed in [24].
Using constraints on scene color changes, they compute
complete 3D structure and recover clear day scene colors
from two or more bad weather images [23]. However, they
assume that the atmospheric scattering properties do not
change with the wavelength of light. This property holds
over the visible spectrum only for certain weather condi-
tions such as fog and dense haze. For several aerosols,
however, scattering strongly depends on the wavelength of
incident light. Furthermore, scene recovery using the
dichromatic model is ambiguous for scene points whose
colors match the color of fog or haze.

Polarization has been used as a cue to reduce haze in
images based on the effects of scattering on light polarization
[2], [5], [27]. In many works [4], [28], the radiation from the
object of interest is assumed to be polarized, whereas the
natural illumination scattered toward the observer (airlight)
is assumed to be unpolarized. In other works [6], [29], [36], the
radiation from the scene of interest is assumed to unpolar-
ized, whereas airlight is assumed to be partially polarized.
Polarizing filters are, therefore, used widely by photogra-
phers to reduce haziness in landscape images, where the
radiance from the landscapes is generally unpolarized.
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However, polarization filtering alone does not ensure
complete removal of haze. Schechner et al. [29], [30] further
analyzed two or more polarization filtered images to compute
scene structure and dehaze images. The effectiveness of
polarization as a cue to remove weather effects is limited
under dense fog and mist with overcast sky illumination since
scattered light is mostly depolarized.

In this paper, we present a physics-based method to restore
contrast of a scene from two or more images taken in uniform
bad weather conditions. A monochrome atmospheric scatter-
ing model that describes how scene intensities are affected by
homogeneous weather conditions is presented. This model is
valid in both the visible and near-IR spectra, and for a wide
range of weather conditions such as mist, haze, fog, and other
aerosols. The model does not require the scattering properties
of the atmosphere to be constant with respect to wavelength of
light over a large spectral range (for example, the range of
visible spectrum, as in [23]). Since we are interested in a short
range of distances (of the order of a few kilometers), we
assume that the weather condition does not change spatially
in the field of view.1

Using the monochrome weather model, we show how
contrast of a scene degrades with distance. We conclude
that standard contrast enhancement techniques can only
handle a scene or a region within a scene at a fixed distance
from the sensor. A simple contrast restoration technique
similar to contrast stretching is derived for scenes where
depth segmentation is known a priori. Changes in scene
intensities, observed under different weather conditions,
present strong physical constraints regarding scene struc-
ture. These constraints are exploited to automatically detect
depth discontinuities in the scene and also to recover
complete scene structure from two images taken under
different weather conditions during daytime. Using the
computed structure, contrast is restored from a single
weather-degraded image of the scene. Unlike previous
methods for contrast restoration, we do not need accurately
predicted weather information or prior distributions on
scene radiances. We extend our algorithms to handle video
and describe a simple heuristic to restore contrasts of
moving objects in the scene whose depths are unknown.

The entire analysis in this paper is done for monochrome
(single narrow spectral band) images. However, the same
methods can be applied independently to images with
multiple spectral bands. We show that our methods can be
applied to images taken using gray scale, wide-band RGB,
multispectral, and also narrow-band IR cameras.

2 ATMOSPHERIC SCATTERING MODELS

Scattering of light by physical media has been one of the
main topics of research in the atmospheric optics and
astronomy communities. In general, the exact nature of
scattering is highly complex and depends on the types,
orientations, sizes, and distributions of particles constitut-
ing the media, as well as wavelengths, polarization states,
and directions of the incident light [3], [10]. Here, we focus
on two models—attenuation and airlight, which form the
basis of our work. Since we are interested in a short range of

distances (of the order of a few kilometers), we assume that
the properties of the weather condition (say, type of
particles and their density) does not change spatially. In
other words, we only consider homogeneous atmospheres
in this paper. Also, given the limited dynamic range of the
sensors (say, 8 bits per pixel), we do not explicitly model
multiple scattering or blurring effects of bad weather [23].

2.1 Attenuation and Airlight

The attenuation model describes the way light gets attenu-
ated as it traverses from a scene point to the observer. Due to
atmospheric scattering, a fraction of light flux is removed
from the incident beam. The unscattered flux, called direct
transmission, is transmitted to the observer. The attenuated
irradiance at the observer is given by (see [17], [21]),

Edtðd; �Þ ¼
E1ð�Þ rð�Þ eÿ�ð�Þd

d2
; ð1Þ

where, d is the depth of the scene point from the observer
and � is the wavelength. �ð�Þ is called the scattering
coefficient of the atmosphere; it represents the ability of a
unit volume of atmosphere to scatter light in all directions.
�ð�Þd is called the optical depth of the scene point. E1 is the
horizon brightness and r is a function that describes the
reflectance properties and the sky aperture2 of the scene
point. The attenuated irradiance is illustrated by the solid
arrow from the scene to the sensor in Fig. 1. The sky is
assumed to be mostly cloudy or overcast and that the
radiance from the sky varies smoothly with respect to the
polar and azimuth angles of the hemisphere [8], [11], [20].
For more details, we refer the reader to [21].

The second atmospheric scattering model we consider is

called the airlight model. The airlight model quantifies how

a column of atmosphere acts as a light source by reflecting

environmental illumination towards an observer. Refer to

the dotted arrows in Fig. 1. The light reflected into the line

of sight is integrated along the entire path length, d, from

the scene to the observer. Then, the irradiance due to

airlight is given by (see [16]),

Eaðd; �Þ ¼ E1ð�Þ 1ÿ eÿ�ð�Þd
� �

: ð2Þ

The total irradiance E received by the sensor is the sum

of irradiances due to attenuation and airlight, respectively,

Eðd; �Þ ¼ Edtðd; �Þ þ Eaðd; �Þ: ð3Þ

2.2 Wavelength Dependence of Scattering

Generally, different wavelengths of light are scattered
differently by atmospheric particles. Interesting atmospheric
phenomena such as the blueness of the sky and the bluish
haze of distant mountains are examples of the wavelength
selective behavior of atmospheric scattering [12], [18]. In these
cases, the blue wavelengths are scattered more compared to
other visible wavelengths. On the other hand, fog and dense
haze scatter all visible wavelengths more or less the same way.

Over the visible spectrum, Rayleigh’s law of atmospheric
scattering provides the relationship between the scattering
coefficient � and the wavelength � [16]:
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1. Multiple scattering effects are not taken into account in this model and
hence, for highly dense weather conditions, the model will not be effective.
Also, this model does not take into account blurring effects of bad weather
due to turbulence. 2. Solid angle subtended by the area of sky visible to a scene point.



�ð�Þ / 1

�
; ð4Þ

where 0 �  � 4 depending on the exact particle size
distribution in the atmosphere. For pure air, the constituent
particle (molecules) sizes are very small compared to the
wavelength of light and hence, there is a strong wavelength
dependence of scattering. In this case,  ¼ 4; short (blue)
wavelengths dominate and we see the clear blue sky. For
fog, the constituent particle (water droplets) sizes are large
compared to the wavelength of light and, hence, the
scattering coefficient does not depend on wavelength. So,
for fog,  � 0; all wavelengths are scattered equally and we
see grayish (or white) fog. A wide gamut of atmospheric
conditions arise from aerosols whose particle sizes range
between minute air molecules (10ÿ4�m) and large fog
droplets (1ÿ 10�m). Such aerosols (e.g., mild haze) show a
significant wavelength selectivity (0 <  < 4).

2.3 Weather Conditions and Camera Response

Different cameras measure irradiance over different color
bands. Some examples include gray-scale cameras (entire
visible spectrum), conventional color cameras (three broad
bands R, G, and B), and multispectral cameras (multiple
narrow color bands). In the appendix, we derive an
expression for the brightness recorded by a monochrome
(narrow spectral band) camera, using (3). In this derivation,
we assume that the scattering coefficient � remains constant

within the spectral bandwidth of the monochrome camera.
Keeping the above assumption in mind, we now discuss

under what weather conditions can our methods be applied

to various sensors. Recall from Section 2.2 that the scattering

coefficient for fog and dense haze remains more or less

constant over the visible spectrum. Accordingly, a broadband

RGB or gray-scale camera suffices to analyze images taken in

fog and dense haze. For other aerosols such as mild haze,

multispectral cameras or cameras fitted with narrow-band

filters should be used in order to apply our methods

satisfactorily. Finally, scattering coefficients of most weather

conditions vary significantly in the near-IR spectrum [37] and

hence, narrow-band IR cameras have to be used for the

analysis beyond the visible wavelengths. In other words, the

greater the variation in the scattering coefficient with respect

to wavelength, the narrower the spectral bandwidth needed

for effective results.
We would like to clarify that multiple color channels are

not required for our algorithms. We can, however, apply the

methods we describe in this paper to each color channel of the

sensor independently. This is in contrast to previous methods

that required at least three color channels (say, R, G, and B)

over which the scattering coefficient had to be equal [21].

3 CONTRAST DEGRADATION IN BAD WEATHER

In this section, we show how contrast degrades in poor

visibility conditions as a function of both the scattering

coefficient of the atmosphere and the distance of the scene

from the sensor. Consider an image taken in bad weather.

The brightness at any pixel recorded by a monochrome

camera is derived in the appendix:

E ¼ I1 � eÿ�d þ I1 1ÿ eÿ�d
ÿ �

; ð5Þ

where I1 is termed as sky intensity. We call � the normalized

radiance of a scene point; it is a function of the scene point

reflectance (BRDF), normalized sky illumination spectrum,

and the spectral response of the camera, but not the weather

condition defined by ð�; I1Þ (see the appendix).
Using (5), we formulate the image contrast between two

adjacent scene points as a function of the amount of

scattering and their distance from the observer. Consider

two adjacent scene points Pi and Pj at the same depth d

from a sensor. Their pixel intensities are given by,

EðiÞ ¼ I1 �ðiÞ eÿ�d þ I1 1ÿ eÿ�d
ÿ �

;

EðjÞ ¼ I1 �ðjÞ eÿ�d þ I1 1ÿ eÿ�d
ÿ �

:
ð6Þ

The observed contrast between Pi and Pj can be defined as,

EðiÞ ÿ EðjÞ
EðiÞ þ EðjÞ ¼

�ðiÞ ÿ �ðjÞ
�ðiÞ þ �ðjÞ þ 2ðe�d ÿ 1Þ : ð7Þ

This shows that the contrast degrades exponentially with the

scattering coefficient � and the depths of scene points in bad

weather. As a result, conventional space-invariant image

processing techniques cannot be used to completely remove
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Fig. 1. Scattering of light by atmospheric particles can be described by two models—direct transmission (or attenuation) and airlight. Direct

transmission is the attenuated irradiance received by the sensor from the scene point along the line of sight. Airlight is the total amount of

environmental illumination (sunlight, skylight, ground light) reflected into the line of sight by atmospheric particles.



weather effects. Note that other formulations for image
contrast (e.g., MTF, log intensity) [13] can also be used to
illustrate the exponential contrast decay.

4 CONTRAST RESTORATION OF ISO-DEPTH

REGIONS

We now describe a simple method to restore scene contrast
from one bad weather image using depth segmentation of
the scene. We define depth segmentation as the extraction
of iso-depth regions in the scene. Note, this does not mean
that actual scene depths have to be known. In several
situations, it may be easy to interactively provide the
necessary segmentation. For instance, in urban scenes with
frontal views of buildings, a user can easily mark out
regions that roughly have the same depths. Later, we will
present two automatic depth segmentation techniques
using images taken under different weather conditions.

Consider an image taken in bad weather. The brightness
at any pixel recorded by a monochrome camera is given by,

E ¼ I1 � eÿ�d þ I1 1ÿ eÿ�d
ÿ �

: ð8Þ

Now, consider two scene pointsPi andPj at the same depth d
from a sensor. The observed contrast between Pi and Pj is
given by (7). Eliminating the unknown eÿ�d from (6), we
obtain,

1ÿ �ðiÞ
1ÿ �ðjÞ ¼

I1 ÿEðiÞ
I1 ÿ EðjÞ

: ð9Þ

For robustness, we consider all the pixels at the same depth,

1ÿ �ðiÞP
jð1ÿ �ðjÞÞ

¼ I1 ÿ EðiÞP
jðI1 ÿ EðjÞÞ

: ð10Þ

Then, the normalized radiance of any scene point is
obtained using,

�ðiÞ ¼ 1ÿ
X
j

1ÿ
X
j

�ðjÞ

 !
I1 ÿEðiÞP
jðI1 ÿEðjÞÞ

: ð11Þ

This procedure is repeated independently for each depth in
the scene. So, if we have a priori depth segmentation of the
scene and have measured the sky intensity I1, then �ðiÞ can be
computed up to a linear factor

P
j �
ðjÞ: Since � is independent

of the weather condition, we have restored the contrast of the
scene using just one bad weather image.

What can we do if we do not have the sky intensity I1?
Let us assume that Pj has the minimum brightness within
the iso-depth scene points: EðjÞ ¼ Emin. Also, since scene
point brightnesses are much lower than sky brightness on
an overcast day, i.e., ð8iÞ; I1 > EðiÞ, we can set I1 ¼ Emax.
Then, the right-hand side of (9) is just contrast stretching the
inverted bad weather image. In other words, by setting
�min ¼ 0 and �max ¼ 1, contrast stretching (or histogram
stretching) each iso-depth region in the image can restore
contrast. Even though contrast is restored at each depth
satisfactorily, the image can look unrealistic. In summary,
simple image processing techniques such as contrast
stretching can be effective for scenes that are at the same
depth from the sensor (e.g., a planar scene at a fixed
distance from the camera). Clearly, for scenes with

significant depth variations, this simple method will not
be effective.

5 DEPTH EDGES FROM TWO WEATHER

CONDITIONS

In this section, we present a simple cue to automatically
locate the depth edges (discontinuities) present in a scene
from two monochrome images taken under different but
unknown weather conditions. In other words, we present a
method to label image edges as reflectance edges and depth
edges. Several researchers have pursued the problem of
classifying different types of edges (diffuse, specular, and
occluding) based on image intensity/color cues [31], [35]
and polarization cues [1]. As we shall show, changes in
weather conditions can be exploited as a cue to differentiate
depth edges from reflectance edges.

Note that closed contours of depth edges can be used for
depth segmentation. In outdoor surveillance applications,
video cameras capture the same scene (albeit with moving
objects) over long periods of time during which the weather
may change. Also, depth edges in the static portion of any
scene have to be computed just once and not for every video
frame. Hence, we see this as an initialization step that needs
to be done before applying the contrast restoration algo-
rithm of Section 4 to all frames.

Consider a small image neighborhood corresponding to
scene points that are at the same depth from an observer
(i.e., no depth edges present). We call such a neighborhood
an iso-depth neighborhood. From (5), the average brightness of
an iso-depth neighborhood is,

E ¼ I1 e
ÿ �d� �

� þ I1 ð1ÿ eÿ�dÞ
� �

; ð12Þ

and the standard deviation of the neighborhood is,

�E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

EðiÞ ÿ E
ÿ �2

s
: ð13Þ

Using (5), we simplify to obtain,

�E ¼ I1eÿ�d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

�ðiÞ ÿ �ð Þ2
s

: ð14Þ

Normalizing the pixel values in the neighborhood, we get,

EðiÞ ÿE
�E

¼
�ðiÞ ÿ �
ÿ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Pn
i¼1 �ðiÞ ÿ �ð Þ2

q : ð15Þ

For iso-depth neighborhoods, clearly the above equation is
invariant to the weather condition ð�; I1Þ: More impor-
tantly, the invariance does not hold for a neighborhood that
contains depth edges. This is easily explained as follows:
The airlight does not remain constant across a neighbor-
hood with depth discontinuities. Hence, subtracting the
mean (as in (15)) will not remove the airlight completely.

Now, let us consider two images captured under different
weather conditions. We assume that the two images are
taken under similar daylight distributions. However, the
magnitudes of the distributions (I1) may vary. In other
words, the shadow edges (if any) appear at the same pixel

716 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 25, NO. 6, JUNE 2003



location in both the images. Figs. 2a and 2b illustrate the
brightnesses within an iso-depth neighborhood under two
weather conditions. Figs. 2c and 2d show that the normalized
signals under the two weather conditions match perfectly.
On the other hand, Fig. 3 illustrates that normalized signals
of scene neighborhoods that contain depth edges, do not
match. Normalized SSD can be used to determine the quality
of the match. Note that (15) still holds if we apply a more
robust estimate of mean and standard deviation (for e.g.,
median of absolute deviations from the neighborhood
median).

It is interesting to note what happens if we treat the entire

image as a single neighborhood. Applying normalized SSD to

two images of a scene, a poor match implies that the weather

condition changed between the two images and a good match

implies otherwise. For this, the scene should have at least two

different depths and the images should be linearized using

the radiometric response function of the camera. This cue is

helpful in deciding which frames can be used to compute

depth edges in a video sequence.
Fig. 4 shows the experimental results of classifying image

edges into reflectance edges and depth edges for a real scene
captured under two different foggy conditions. The time
between the capture of the images was about half an hour.
The edge map of one of the images was computed using the
Canny edge detector. For each edge pixel, we considered
15� 15 neighborhoods around the pixel in the two images.
We applied normalized SSD to match these neighborhoods.
For the depth edges, the normalized SSD value was high;
for the reflectance edges, the value was low. The depth
edges are shown in white and reflectance edges are shown
in black (Fig. 4d). Note if both reflectance edges and depth
edges are within the same neighborhood, this method may
misclassify the reflectance edges as depth edges. Also, note
that shadow edges (if any) will not be distinguished from
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Fig. 2. Invariance of iso-depth neighborhoods to weather conditions.
(a) and (b) Signals representing the intensities of a neighborhood of iso-
depth scene points in two weather conditions. Airlight (dashed lines) is
constant for the entire neighborhood. (c) and (d) Normalized signals in
the two weather conditions match exactly.

Fig. 3. Illustration of scene intensities of a neighborhood that has a depth
edge. (a) and (b) Signals representing the intensities of the neighbor-
hood under two weather conditions. Airlight (dashed lines) varies across
the neighborhood. (c) and (d) Normalized signals in the two weather
conditions do not match.

Fig. 4. Classification of image edges into reflectance edges and depth
edges. (a) and (b) Images of the same scene captured under different
fog conditions (half an hour apart). (c) The image in (a) is histogram
equalized to aid visualization of depth edges (shown using arrows).
(d) White pixels denote depth edges and black pixels denote reflectance
edges. Note that the edge detector was applied to the original image in
(a) and not the histogram equalized image in (c).



reflectance edges. Finally, this method to classify edges can
be sensitive to noise, especially under poor weather
conditions. Under poor weather conditions, due to the
limited dynamic range of the sensor (typically 8 bits), the
direct transmission (signal) to airlight (noise) ratio can be so
low that the direct transmission magnitude can be
compared to the sensor noise level. In this case, the results
produced by the method may not be trusted.

6 SCENE STRUCTURE FROM TWO WEATHER

CONDITIONS

In the previous section, we described a method to locate

depth discontinuities from two bad weather images. Note,

however, that normalized SSD is effective only in textured

neighborhoods (reflectance edges and depth discontinu-

ities). In other words, normalized SSD is not reliable for

“flat” intensity regions and regions where depth changes

are gradual. Moreover, due to the blurring seen in images

taken under poor visibility conditions, the edge maps may

not be reliable enough to create closed contours of depth

discontinuities (needed for depth segmentation).

In this section, we present a method to compute

complete structure of an arbitrary scene, from two images

taken under different weather conditions. In contrast to the

methods proposed in [21], [24] that require color images

(three color channels), our algorithm can be applied to both

gray scale as well as color images.
Consider the observed pixel values E1 and E2 of a scene

point under two weather conditions ð�1; I11
Þ and ð�2; I12

Þ.
Let us examine how the brightness of this scene point changes
from the first weather condition to the second. From (5),

E1 ¼ I11
� eÿ �1d þ I11

1ÿ eÿ �1d
ÿ �

E2 ¼ I12
� eÿ �2d þ I12

1ÿ eÿ �2d
ÿ �

:
ð16Þ

Eliminating � from (16) we get,

E2 ¼
I12

I11

eÿð�2ÿ�1Þd
� �

E1 þ I12
1ÿ eÿð�2ÿ�1Þd
� �h i

; ð17Þ

which is linear in E1 and E2. Also, for the two weather
conditions, the coefficients of the linear equation depend
only on scene depth. In other words, for iso-depth scene
points, the plot of E1 versus E2 is a straight line.

Another significant constraint results from our physical

model that suggests a means of estimating sky intensities.

Interestingly, if we substitute E1 ¼ I11
in (17), we get

E2 ¼ I12
, irrespective of the depth d. Therefore, the point

ðI12
; I11
Þ lies on all the straight lines corresponding to

different depths in the scene (see Fig. 5). In other words, the

intersection of straight lines corresponding to different

depths yields the sky intensities I11
and I12

.

The iso-depth lines in the plot of E1 versus E2 can be

detected using the Hough transform. Then, the intersection

(sky intensities) of the iso-depth lines can be computed using

a least squares line-fitting algorithm. A problem arises if the

iso-depth lines are not detected correctly in the plot of E1

versusE2. In other words, scene depths can change smoothly

and the iso-depth lines could “bunch up.” In order to

compute sky intensities, we just divide the two images into

blocks and within each block we fit lines to the (E2; E1) pairs of

scene points. If the fit is good, we decide that the scene points

in the block are at the same depth. Finally, we use at least two

such iso-depth blocks to estimate sky the intensities.
Substituting the values of I11

and I12
in (17), we obtain

the scaled depth of each scene point:

ð�2 ÿ �1Þd ¼ ÿ ln
I12
ÿE2

I11
ÿE1

ÿ ln
I11

I12

: ð18Þ

Thus, we have computed the depth map of a scene from
two images taken under different weather conditions.

7 CONTRAST RESTORATION USING SCENE

STRUCTURE

In Section 4, we described a method to restore scene

contrast given a depth segmentation of the scene. This

method is simple and effective for scenes where depth

changes are abrupt (for example, an urban scene with

frontal views of buildings). However, it is hard to define

good depth segmentation when scene depths change

gradually (for instance, a natural scene with mountains or

an urban scene with a oblique view of a road). In this

section, we present a method to restore contrast of an

arbitrary scene using scaled depths (18) of scene points.
We assume that there exists a patch Ezero in the scene

whose direct transmission is zero. This can happen in two

instances. First, Ezero can be a black patch with its scene

radiance equal to zero. Note that the black scene patch will

not appear black in the image due to the addition of airlight.

Second, Ezero could be a distant scene patch that is

completely invisible due to strong airlight. In other words,

this distant scene patch has zero direct transmission and its

contrast cannot be restored from a bad weather image.
We can either mark such a patch manually or detect one

automatically from the image. To detect zero direct

transmission patches automatically in weather degraded

images, we use the method described in [21]. Since the
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Fig. 5. Plot of the pixel values E1 observed under one weather condition
versus the corresponding pixel values E2 observed under another
weather condition. Each line represents all the scene points at the same
depth from the sensor. All iso-depth lines intersect at the horizon
brightnesses (I11

; I12
) of the two weather conditions.



apparent brightness of the patch Ezero is solely due to
airlight, its optical depth can be computed as,

� dzero ¼ ÿ ln ð1ÿ Ezero=I1Þ: ð19Þ

Then, the optical depth of any other scene point Pi is
obtained using,

� di ¼ ð� dzeroÞ
di
dzero

� �
; ð20Þ

where the second term can be computed using the ratio of

scaled depths (see (18)). Then, the normalized radiance �i of

the scene pointPi is estimated using (5). Recall that �does not

depend on the weather condition ð�; I1Þ:Thus, by computing

� for each scene point, we restore contrast of the entire scene.

Note that structure computation requires two images to be

taken under different weather conditions, but under similar

daylight spectra. However, once scene structure is computed,

contrast can be restored from a single image of the scene taken

under arbitrary weather and illumination conditions.

8 EXPERIMENTAL RESULTS

We performed experiments with both synthetic and real
scenes. Fig. 6a shows a synthetic scene consisting of a stack of
cylinders with random brightness values. To this image, two
different amounts of fog are added according to the model
described in (5). To this image, Gaussian random noise of
� ¼ 3:0 gray levels was added. Figs. 7a and 7b shows the
results of applying the structure computation and contrast
restoration algorithms to images of the synthetic scene. The
error in the recovered depth map was less than 1 percent.

Results of experiments performed on images of real
scenes are shown in Figs. 8 and 9. The images were captured

using a Professional KODAK DCS 315 digital camera.
Multiple exposures of the same scene were acquired and
the radiometric response function of the camera was
computed using the method proposed in [19]. Then, the
multiple exposed images were linearized and combined
using simple weighted averaging to obtain a high dynamic
range image of the scene. Fig. 8a shows two high dynamic
range images of the same scene captured under different
conditions of mist (light and moderate). The depth map
computed using the algorithm mentioned in Section 6 is
shown in Fig. 8b. The mist was removed using the contrast
restoration algorithm mentioned in Section 7. Notice the
windows of the farther buildings that are clearly visible in
Fig. 8d as compared to the images in Fig. 8a.

We performed experiments under rainy conditions also.
Since we are interested in a far away scene, the captured
image does seem like a foggy or a misty one due to spatio-
temporal averaging in the sensor. The results proved that
we can apply our algorithm to rainy images of faraway
scenes as well. In this case, we just captured one image
under mild rain conditions shown in Fig. 9a. The depth
map, precomputed from the misty images shown in Fig. 8a,
was used to restore the contrast of the rainy day image.
Thus, changes in weather conditions are required only to
compute scene structure whereas contrast restoration can be
applied to a single image of that scene taken under arbitrary
weather conditions. Compare the results of our algorithm
(Fig. 9d) with conventional histogram equalization (Fig. 9b).

In general, removing the spatio-temporal effects of rain is a
much harder problem compared to more stable weather
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Fig. 7. Experiments on a synthetic scene—a stack of discs textured with
random gray dots. Two images of a synthetic scene with different
amounts of fog are shown in Fig. 6b. (a) Iso-depth lines shown in the plot
of pixel values under the first weather condition versus the correspond-
ing pixel values under the second weather condition. X mark shows the
intersection ðI12

; I11
Þ of all the iso-depth lines. (b) The recovered

structure and contrast restored image. Compare (b) with the original
synthetic scene in Fig. 6a.

Fig. 6. Generating a synthetic scene—a stack of discs textured with
random gray dots. ðaÞ On the left is the 3D structure and on the right is
an image of the top view of the scene. The gray levels on the structure
are used only to illustrate the disks better. (b) Two different amounts of
fog and noise (� ¼ 3:0 gray levels) are added to the image in (a).



conditions such as fog, mist, and haze. The brightnesses due

to raindrops in the scene cannot be modeled using the simple

direct transmission and airlight models used in this paper.

8.1 Experiments with Video: Moving Objects

Consider an outdoor surveillance video camera capturing a

scene (with moving objects) over an extended period of time.

We would like to process this video in real-time to obtain a

weather-free video. Note that our algorithms cannot remove

temporal effects of rain from a video of a rainy scene. For the

purposes of discussion, we define the static part of the scene

as the background and the moving objects in the scene as the

foreground. The foreground objects can be separated from the

background using any background subtraction method (for

instance, [32]). Then, weather-free video is obtained using an

algorithm that has the following two stages:

. Initialization stage. We first detect any change in

weather condition using normalized SSD (Section 5).

Then, the two frames that correspond to the different

weather conditions are used to compute scaled

depths of the background scene (Section 6).
. Contrast Restoration. Note that the methods we

described hitherto cannot be used to restore contrast
of moving objects since their depths are unknown.

Therefore, heuristics are needed to assign depths to

foreground objects. One conservative heuristic is to

examine the depths in a neighborhood around each

moving object and assign the minimum depth to it.

The algorithm presented in Section 7 can then

applied to the entire frame to restore scene contrast.

Experimental results with a video of a traffic scene taken

under foggy conditions are shown in Fig. 10. We used an off-

the-shelf 8-bit digital video camera and captured two short

video clips half an hour apart. As described in previous

experiments, we linearized the frames with the radiometric

response function of the video camera. We averaged

100 frames in each video clip to reduce noise and used the

resulting images to compute structure of the background

scene (buildings). The scaled depths in the road region were

linearly interpolated using scaled depth values at pixels on

the left and right corners of the road. Then, contrasts of

buildings, the road, and moving vehicles were restored for

each frame of the video. Notice the significant increase in

contrast at various depths in the scene (Figs. 10d and 11).

Compare our method to histogram equalization in Fig. 12. In

our current implementation, contrast restoration was applied

to the video offline.

9 SUMMARY

In this paper, we addressed the problem of restoring the

contrast of atmospherically degraded images and video. We

presented methods to locate depth discontinuities and to

compute structure of a scene, from two images captured

under different weather conditions. Using either depth

segmentation (regions within closed contours of depth edges)

720 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 25, NO. 6, JUNE 2003

Fig. 8. Structure computation and restoration of image contrast from two images taken under poor visibility conditions. The depth map is median filtered

and averaged to reduce noise. Notice the significant increase in contrast in the farther buildings. Contrast stretching is applied to all the images for

display purposes. (a) Images taken at 3 P.M. and 4 P.M. under poor visibility conditions (mist). (b) Computed depth map. (c) Contrast restore image.



or scene structure (scaled depths), we then showed how to

restore contrast from any image of the scene taken in bad

weather. Note, although structure computation requires

changes in weather, the contrast restoration algorithms do

not. The entire analysis is presented for monochrome images.

However, our methods can be applied to images captured

using multispectral cameras, IR cameras, and the usual

broadband RGB and gray-scale cameras.

APPENDIX

MONOCHROME CAMERA SENSING IN BAD WEATHER

In this section, we derive an expression for the intensityE, of a

scene point under bad weather, recorded by a camera within a

narrow wavelength band ð�; �þ ��Þ. From (3) we write,

E ¼
Z �þ��

�

sð�Þ Edtðd; �Þ þEaðd; �Þð Þ d�; ð21Þ

where sð�Þ is the spectral response of the camera. We

assume that the scattering coefficient � does not change

appreciably over the narrow spectral band and write,

E ¼ e
ÿ�d

d2

Z �þ��

�

E1ð�Þsð�Þrð�Þd� . . .

þ 1ÿ eÿ�d
ÿ � Z �þ��

�

E1ð�Þsð�Þd�:
ð22Þ

The sky illumination spectrum can be written as,

E1ð�Þ ¼ I 01 bEE1ð�Þ; ð23Þ

where I 01 is the magnitude of the sky illumination

spectrum and bEE1ð�Þ is the normalized sky illumination

spectrum. Letting

g ¼
Z �þ��

�

bEE1ð�Þsð�Þd�;
� ¼ 1

gd2

Z �þ��

�

bEE1ð�Þsð�Þrð�Þd�;
I1 ¼ I 01g;

ð24Þ

we rewrite the final brightness at any pixel as,

E ¼ I1 � eÿ�d þ I1 ð1ÿ eÿ�dÞ; ð25Þ

where I1 is termed as sky intensity. Note that � is a

function of normalized sky illumination spectrum, scene

point reflectance, and the spectral response of the camera,

but not the weather condition �. The algorithm we present

in the paper recovers � for each pixel to restore scene

contrast.

Let us now examine the wavelength range in which this

model can be applied. By changing the limits of integration to

½�1; �2�, and assuming the scattering coefficient to be constant

over this wavelength band, we can use the same model for a
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Fig. 9. Contrast restoration from one bad weather (in this case, rain) image and precomputed scene structure. Scene structure can be computed
using two images taken under possibly different weather conditions (say, mist). The depth map computed from two misty images (Fig. 8a) was used
to restore contrast from just one image of the same scene under rain. The rainy image shown in (a) and the misty images shown in Fig. 8a were
captured on different days. (b) Applying histogram equalization to the entire rainy image does not enhance contrast in all depths. (c) Contrast
restoration using the algorithm proposed in Section 7.



black and white camera (entire visible range), or smaller color

bands (R, G, B) for a color camera, or narrow band multi-

spectral cameras. Thus, for removal of fog and dense haze, we

can use RGB color or gray-scale cameras whereas we must use

narrow spectral band cameras for the removal of many

aerosols.
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Fig. 11. Zoomed in regions of the frame (see the marked rectangles in Fig. 10b) demonstrate the significant increase in contrast at various depths of
the scene. Note that different amounts of fog were removed at different depths. Also, notice the better contrast of moving objects (vehicles).

Fig. 10. (a) Scene imaged at 5:00 P.M. (b) Scene imaged at 5:30 P.M. (c) Depth map computed from images (a) and (b). (d) Contrast restored using
image (b). Experiments with videos of a traffic scene on a foggy day. (a) and (b) Two short video clips were captured half an hour apart using an 8-bit
video camera. 100 frames were averaged to reduce noise. Note that the vehicles on the road in the two images are different. (c) The depth map was
computed for the background image using the algorithm presented in Section 5. The scaled depths of the region corresponding to the road were
linearly interpolated using scaled depth values at pixels on the left and right corners of the road. (d) The defogged (contrast restored) image obtained
from the video frame in (b). Compare the contrast restored image with the histogram equalized image in Fig. 12.
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Fig. 12. Artificial contrast enhancement (not contrast restoration) of a
foggy image by histogram equalization does not remove fog completely
at all depths in the scene. In this example, farther depths have poorer
contrast when compared to the nearer depths.
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Polarization-based vision through haze

Yoav Y. Schechner, Srinivasa G. Narasimhan, and Shree K. Nayar

We present an approach for easily removing the effects of haze from passively acquired images. Our
approach is based on the fact that usually the natural illuminating light scattered by atmospheric
particles �airlight� is partially polarized. Optical filtering alone cannot remove the haze effects, except
in restricted situations. Our method, however, stems from physics-based analysis that works under a
wide range of atmospheric and viewing conditions, even if the polarization is low. The approach does not
rely on specific scattering models such as Rayleigh scattering and does not rely on the knowledge of
illumination directions. It can be used with as few as two images taken through a polarizer at different
orientations. As a byproduct, the method yields a range map of the scene, which enables scene rendering
as if imaged from different viewpoints. It also yields information about the atmospheric particles. We
present experimental results of complete dehazing of outdoor scenes, in far-from-ideal conditions for
polarization filtering. We obtain a great improvement of scene contrast and correction of color. © 2003
Optical Society of America

OCIS codes: 290.1310, 330.0330, 260.5430, 100.2000, 100.3020, 150.5670.
1. Introduction

Recently there has been a growing interest in the
analysis of images acquired in poor-visibility condi-
tions. The main objective has been to enhance1–4

images taken in poor visibility and even restore
clear-day visibility of the scene.5–7 Some methods
are based on specialized radiation sources and de-
tection hardware.8,9 For natural light, visibility
degradation effects due to haze vary as distances to
the objects increase,10,11 and are referred to as aer-
ial perspective.12 For this reason, some image-
enhancement methods proposed in the past require
prior information about the distances of objects3,4 or
about the scene colors.4

It has been observed that aerial perspective can
actually be exploited to obtain an estimated range
map6,7,13 of the scene. Computer vision methods
have restored clear-day visibility of scenes using nei-
ther special radiation sources nor exact external
knowledge about the scene structure or aerosols.5,7

These methods relied only on the acquired images but
required weather conditions to change between im-
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age acquisitions. This can take too long to make
dehazing practical. In this paper we describe an ap-
proach that does not need the weather conditions to
change and can thus be applied instantly.

Our approach is based on analyzing images taken
through a polarizer. Polarization filtering has long
been used in photography through haze.14 Relying
only on optical filtering is, however, restrictive: It is
sufficient only on clear days, with weak light scatter-
ing �mainly due to air molecules�, when the Sun is
�90° to the viewing direction.14,15 In these situa-
tions photographers have set the polarization filter at
an orientation that best improves image contrast.
In general, however, polarization filtering alone can-
not remove the haze from images. Our method fur-
ther analyzes optically filtered images to obtain
significantly better results.

The effects of scattering on light polarization have
been extensively studied.16–21 Polarization has
mainly been considered in the context of artificial
illumination,22–26 where the signal to be recovered is
associated with polarized light while the light scat-
tered by the medium is associated with depolarized
light.22–27 It has also been observed that an object
masked by scattered light is enhanced by a linear
superposition of polarization-filtered images.28 In
contrast we show that in hazy conditions, polariza-
tion can be associated with scattering of ambient
illumination, rather than the signal �object radi-
ance�. Solving inverse problems associated with
polarization-filtered images has proved to be useful
in other regimes of scene analysis. For example, it
20 January 2003 � Vol. 42, No. 3 � APPLIED OPTICS 511



was used to separate transparent and semireflected
scenes,29,30 analyze specularities,31–33 and classify
materials.34

In this paper we describe an image-formation
model that accounts for natural polarization effects in
imaging through haze. We then invert the image-
formation model to recover the dehazed scene and
also to obtain information about scene structure and
atmospheric properties. Our approach does not re-
quire modeling of the scattering particles’ size or
their precise scattering mechanisms. The principle
is simple: The image is composed of two unknown
components—the scene radiance in the absence of
haze, and airlight �the natural illumination scattered
toward the viewer�. To recover these two un-
knowns, we need two independent images. We eas-
ily obtain these images because airlight is usually
partially polarized. The method requires only that
the airlight induce detectable partial polarization.
We demonstrate removal of haze effects from real
scenes in situations in which pure optical filtering
�without applying our algorithm� does not suffice at
all.

2. Theoretical Background

As depicted in Fig. 1, when imaging through the at-
mosphere we sense two sources. The first source is
the scene object whose radiance is attenuated by scat-
tering. The corresponding signal reaching the cam-
era is called the direct transmission. The second
source is the ambient illumination �Sun, sky, and so
on�. The part of the illumination scattered toward
the camera by aerosols is called the airlight.7,10,11,35,36

It is also referred to in the literature as path radi-
ance10 and veiling light.37 In this section we de-
scribe each of these signals and the polarization
effects associated with them.

A. Airlight Polarization

One of the causes of image degradation associated
with atmospheric scattering is airlight. The atmo-
sphere scatters light coming from the illumination
sources �e.g., the Sun� toward the viewer7 �see Fig. 1�.
The airlight increases with the distance z from the
object. As discussed in Subappendix A.2,

A � A��1 � t� z��, (1)

where A� is the airlight radiance corresponding to an
object at an infinite distance, e.g., the horizon. t�z�
is the transmittance of incoherent light,35 given by

t� z� � exp���
0

z

	� z
�dz
� , (2)

where 	 is the coefficient of extinction due to scatter-
ing and absorption �see Subappendix A.2�. When
the extinction coefficient is distance invariant, 	�z
�
� 	, then

t� z� � exp��	z�. (3)

Assume for a moment that the illumination of any
scattering particle comes from one direction �one il-
lumination source�. The light ray from the source to
a scatterer and the line of sight from the camera to
the scatterer define a plane of incidence. We divide
the airlight into two polarization components that are
parallel and perpendicular to this plane, A� and A�,
respectively. The airlight degree of polarization is
then

p � � A� � A���A, (4)

where

A � A� � A� (5)

is the total radiance due to airlight, given in Eq. �1�.
The degree of polarization greatly varies as a func-

Fig. 1. �Dashed rays� Light coming from the illuminant �e.g., Sun� and scattered toward the camera by atmospheric particles is the
airlight �path radiance� A. The airlight increases with the distance z of the object. �Solid ray� The light emanating from the object is
attenuated along the line of sight as z increases, leading to the direct transmission D. Without scattering, object radiance would have
been Lobject. The scene is imaged through a polarizing filter at angle �. The polarization component parallel to the plane of incidence
is best transmitted through the filter at � � �.
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tion of the viewing and illumination directions, the
density of the scattering particles, and their sizes.
Depending on the size distribution of the scattering
particles,17,18,38 the airlight is partially linearly polar-
ized either perpendicular to the plane of incidence15,39

or parallel to it. When scattering is dominated by
independent air molecules and small dust particles
�Rayleigh scattering�, A� � A�. On the other hand,
larger haze particles may cause A� � A�. We use
the following convention throughout this paper: To
avoid confusion without loss of generality, we associ-
ate the parallel component notation ��� with the min-
imum measured radiance at a pixel and
perpendicular component notation ��� with the max-
imum radiance. We now explain the effectiveness of
polarization in various haze and illumination condi-
tions.

1. Trivial Case
Under special conditions, optical filtering alone is suf-
ficient to remove haziness in images. For Rayleigh
scattering,14,15,34,36,40 the degree of polarization, p, is
�sin2 ����1 � cos2 ��, where � is the scattering angle
�the angle between the illumination ray and the line
of sight�. Only when the light source is normal to
the viewing direction is the airlight totally polarized
�p � 1� perpendicular to the plane of incidence.
Thus it can be eliminated if the image is captured
through a polarizing filter oriented parallel to the
plane of incidence. Dehazing in this case is trivial,
since it is achieved with optical filtering alone. This
situation is quite restricted, since it occurs only when
the aerosols are very small and when the Sun is in a
favorable position.

2. General Case
In general, the airlight will not be completely polar-
ized.36 Thus a polarizing filter cannot remove the
airlight on its own. For example, in Rayleigh scat-
tering the degree of polarization p decreases as the
direction of illumination deviates from 90° �relative to
the viewing direction�. Reduction of polarization is
caused by scattering from large haze particles, which
never completely polarize light. Moreover, airlight
due to large haze particles may be polarized orthog-
onally to light scattered by air molecules17,18,38 caus-
ing partial annihilation of polarization. The degree
of polarization p is also decreased by depolarization.
This is caused by multiple scatterings from multiple
directions: An illuminant of a scattering particle
may be another particle in the air �e.g., a haze par-
ticle, a cloud drop, a molecule creating the skylight�.
Multiple scatterings14,15,39,40 are more probable when
the density of scatterers is high �poorer visibility�.
To make matters more complicated, these mecha-
nisms depend on the wavelength.14,15

Fortunately, our algorithm does not require explicit
modeling of the precise mechanisms of scattering.
The method is based on the fact that even a partial
polarization of the airlight can be exploited in post-
processing to remove scattering effects. This degree
of polarization needs to be significant enough to be

detected by the sensor. For this reason we concen-
trate in this paper on vision through haze, in which
multiple scattering is much weaker than in fog.
There are some weather conditions under which the
algorithm may not be effective, as discussed in Sec-
tion 8.

B. Direct Transmission Polarization

In addition to the presence of airlight, the scattering
medium degrades images by attenuating the light
emanating from scene objects. Let the object radi-
ance be Lobject in the absence of haze �scattering�
between the scene and the viewer. When haze is
present, as a ray of light progresses toward the
viewer �Fig. 1�, part of its energy is scattered in other
directions, and a small portion of it may be absorbed.
Thus the radiance sensed by the viewer is an atten-
uated fraction of Lobject, called the direct transmis-
sion.7 As a function of the distance z the direct
transmission is

D � Lobjectt� z�, (6)

where t�z� is given in Eq. �2�.
We make three approximations in this paper.

First, we concentrate on the degradation due to the
attenuation of the signal and due to the additive air-
light. We do not deal with image blur. Second, we
take single-scattering effects to be dominant over
multiple-scattering effects, which cause image blur
and reduce the degree of polarization along the line of
sight. Finally, we assume that light emanating
from scene objects has insignificant polarization.

It follows from the last assumption that the polar-
ization of the direct transmission is insignificant. If
the scattering particles have random orientations,
then the directly transmitted light will not be polar-
ized in any macroscopically preferable orientation.
Hence the polarization state of the unscattered light
does not change,39,40 although the radiance is atten-
uated.

The last assumption is invalid for specular sur-
faces. Nevertheless, when a specular object is far
enough, its direct transmission makes a negligible
contribution to the measured polarization. The rea-
son is that the direct transmission decreases �Eq. �6��
whereas airlight10 increases �Eq. �1�� with distance.
Thus airlight and its polarization dominate the mea-
sured light for distant objects. Hence the model be-
comes more accurate where it is needed most—for
distant objects that are most affected by haze. This
property is useful if we know the relative distances to
the scene objects.

Recall that airlight is just the aggregation of light
scattered by particles at various distances along the
line of sight. Since the polarization of this light does
not change along the line of sight39,40 p �Eq. �4�� does
not depend on the distance.

The observations regarding the polarization de-
scribed in Subsections 2.A and 2.B are unaffected by
the exact dependence of t on z. The dominance of
airlight polarization means that the polarizing filter
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modulates mainly the measured airlight but not the
light originating from the objects. This is the key to
subsequent calculations that remove the effects of
haze.

3. Image Formation

The scene radiance is measured by the detector plane
of the camera. The detected image irradiance is pro-
portional to scene radiance. Since the proportional-
ity depends on the optical system parameters and not
on the weather effects, we treat the image irradiance
and the scene radiance as equivalent. The overall
radiance we sense is the incoherent sum of the air-
light and the direct transmission. Without mount-
ing a polarizer on the camera, the image irradiance is

Itotal � D � A, (7)

up to the said proportionality factor. It has been
shown10 that except for rather close objects �for which
	z � 0.2�, Itotal is typically dominated by the airlight
and not by the direct transmission. Thus typically
most of the light we measure is not attributed to the
signal D, whose origin is Lobject. This is reinforced
by the fact that most terrestrial objects have a low
albedo, further decreasing the signal.

When a linear polarizer is mounted on the camera,
the image irradiance changes as a function of the
polarizer orientation angle �. Figure 2 describes the
irradiance at a single pixel. The irradiance is a co-
sine function of �. On average, the image irradiance
is Itotal�2. �We do not deal here with the global ab-
sorptivity of unpolarized light that is common in
sheet linear polarizers. Although this absorptivity
effects the image irradiance, it does not modulate the
effects of haze.�

One of our goals is to decouple the airlight and

direct transmission. Since we assume that direct
transmission is not polarized, its energy is evenly
distributed between the polarization components.
The variations due to the polarizer rotation are as-
sumed to be mainly due to airlight. As seen in Fig.
2, when the polarizing filter is oriented such that the
image irradiance is minimal �� � ��, we measure

I� � D�2 � A�, (8)

where �from Eqs. �4� and �5��

A� � A�1 � p��2. (9)

This is the best state of the polarizer because here the
image irradiance is the closest to the irradiance cor-
responding to the direct transmission �except for a
factor of 1�2�. There is a difference between I� and
D�2, because the airlight is not completely polarized
�A� � 0�.

In Section 4 we recover D by comparing two images
taken with different orientations of the polarizer.
For instance, one image can be I�, whereas the other,

I� � D�2 � A�, (10)

is acquired when the filter is oriented perpendicular
to �. From Eqs. �4� and �5�,

A� � A�1 � p��2. (11)

From Eqs. �5�, �8�, and �10�,

Itotal � I� � I�. (12)

Note that I� is the worst state of the polarizer, be-
cause the airlight is enhanced relative to the direct
transmission. To dehaze the image, we first have to
remove the airlight A. The key step here is the es-
timation of p, the degree of polarization of airlight.
As shown in Fig. 2, p relates the unknown airlight A
to the difference between the image irradiances I�

and I�.
Acquisition of polarimetric images is easy and fea-

sible at the video rate.34,41–44 However, for demon-
stration purposes we photographed the scene on a Fuji
Sensia 100 slide film, using a common SLR �single-
lens-reflex� �Cannon EOS-5� camera. The slides were
scanned by a Nikon LS2000 35-mm film scanner. Be-
fore processing the images by the algorithm described
in the following sections, we linearized the raw photo-
graphs to compensate for the system’s radiometric re-
sponse. This response was estimated from images of
the Macbeth ColorChecker.45 We modulated the po-
larization by mounting a standard linear polarizer on
the camera lens.

We took images of a distant scene at two different
orientations of a polarizer approximately correspond-
ing to the perpendicular and the parallel airlight po-
larization components. The images are shown in
Fig. 3. The raw images were not acquired in the
trivial situation described in Subsection 2.A.1: The
Sun was almost behind the camera �the Sun was in
the south, and the picture was taken toward the
north�, whereas the haze was rather dense. For this

Fig. 2. At each point the minimum measured image irradiance as
a function of � is I�. The maximum is I�. The difference between
these measurements is due to the difference between the airlight
components A�, A�. This difference is related to the unknown
airlight A by the parameter p, which is the airlight degree of
polarization. Without a polarizer the image irradiance is Itotal,
which is proportional to the sum of airlight and the unknown direct
transmission.
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reason, I� has only a slight improvement of image con-
trast relative to the contrast in I�. Because of the
partial polarization of the airlight, I� was lower than
I�. For clarity of display, the brightness of each of the
photos shown in Fig. 3 is contrast stretched.

4. Dehazing Images

Both the attenuation �Eq. �6�� and the airlight �Eq.
�1�� depend on the distance z of the scene point. The
distance to the objects is spatially varying, since dif-
ferent image pixels �x, y� correspond to objects at
different distances. Therefore compensation for the
effects of haze is spatially varying. Our dehazing
method automatically accounts for this spatial vari-
ation of scene depth.

For each image pixel we have three unknowns:
the object radiance �without haze� Lobject, the airlight
A, and the transmittance t�z�. These determine the
irradiance at each image pixel. The airlight is re-
lated to t�z� by Eq. �1�. Thus the number of unknowns
per pixel is reduced to two. These unknowns can be
estimated from two images taken at almost any gen-

eral unknown �but nondegenerate� orientations of the
polarizing filter. We actually do not need the four
measurements commonly used for full estimation of
polarization. The reason for this is that the goal is not
the estimation of polarization but the dehazing of the
scene, and this can be done with two raw images.
This is proved in Subappendix A.1. Nevertheless, the
most-stable results are obtained if the algorithm is
based on I� and I�. Therefore we focus here on this
case.

Let the raw images correspond to the estimated
polarization components, Î� and Î�. We assume that
we have an estimate of the global parameters A� and
p. Estimation of these parameters is described in
Section 7. From Eqs. �8�–�11� it is seen that we can
estimate the airlight of any point as

Â � �Î� � Î���p, (13)

and the unpolarized image �Eq. �12�� as

Îtotal � Î� � Î�. (14)

Fig. 3. Images of the polarization components corresponding to the minimal and the maximal radiances. Note that I� �the image of
irradiance� has the best image contrast that optics alone can yield, and yet there is no significant improvement over the image of the worst
polarization state.
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With Eq. �7� the estimated direct transmission is
therefore

D̂ � Îtotal � Â. (15)

In this image the additive effect of the airlight is
removed.

Recall that besides the addition of airlight, the
haze attenuates the light coming from the object.
The transmittance is estimated from Eqs. �1� and �13�
as

t̂ � 1 � Â�A�. (16)

Thus we can compensate for the attenuation of the
transmitted light. From Eqs. �6�, �15�, and �16� we
obtain an estimate for the radiance that would have
been sensed in the absence of atmospheric attenua-
tion,

L̂object �
Îtotal � Â

t̂
�

Îtotal � Â
1 � Â�A�

. (17)

L̂object is hence the dehazed image. Dehazing thus
amounts to simple pointwise operations such as sub-
traction and division of corresponding pixel values.
Since different image pixels are processed indepen-
dently, the spatially varying inversion of the haze
effects is implicit: Â is spatially varying, since it is
larger for the more-distant objects.

We note that A�, p, and the extinction coefficient 	
are functions of the light wavelength �. For Ray-
leigh scattering,39,40 	 � 1��4, so the airlight in mod-
erate haze is typically bluish. To account for the
wavelength dependence, it is best to analyze the im-
ages with high spectral resolution. Each wave-
length band can be analyzed independently. In our
experiments, though, we used the traditional coarse
wideband red, green, and blue �RGB� sampling of the
spectrum.

We applied the dehazing method to the images
shown in Fig. 3, after estimating the parameters A�

and p on the basis of sky measurements �for the
parameter estimation, see Section 7 and in particular
the stabilizing approach in Subsection 7.C�. The re-
sulting dehazed image is shown in Fig. 4�a�. The
brightness of the displayed image has the same scale
as was used for displaying the best-polarized image I�

in the bottom of Fig. 3. The contrast of features in
the dehazed image is greatly improved relative to I�

and I�. Note, for instance, the distant mountain
ridge �especially on the left�, which is not visible in
the raw images. Moreover, the algorithm removed
the blue color bias, which existed in the raw images.
This enables distinguishing the different vegetation
types by hue. Although most of the scene is de-
hazed, the sky recovery is noisy, and there is a resid-
ual haziness at the more distant objects. These
artifacts are explained is Subsection 7.C.

As another example consider the images shown in
Figs. 5�a� and 5�b�. Here Î� and Î� were calculated
from images taken at several orientations of the po-

larizer, as is commonly done in polarimetric imag-
ing.29,31 This experiment was conducted in
conditions far from the trivial case: The haze was
dense �visibility of a few kilometers�, and the contrast
in the parallel component was only slightly better
than in the perpendicular component �all displayed
images are linearly contrast-stretched versions of the
raw images�. The dehazed image is shown in Fig.
5�c�. We obtain a significant improvement of con-
trast and color: The green forest is visible in the
distant scene, whereas in the raw images that area
looks like grayish-blue noise. The colors of the red
bricks and roofs of the distant buildings are also re-
stored.

5. Range Map of the Scene

A. Range Estimation

As a byproduct of the dehazing process we get an
estimate of the range �depth� map of the scene. The
estimation exploits the dependence of the transmit-
tance t on the distance z. Note that t is always a
monotonically decreasing function of z, and thus Eq.
�16� immediately indicates the distance ordering of
objects in the scene. Assuming the extinction coef-
ficient to be distance invariant, t�z� � exp��	z�.
Then, from Eq. �16�,

	ẑ � �ln�1 � Â� x, y��A��. (18)

Note that the distance z is estimated as a function of
�x, y� up to a global scale factor, which is the unknown
extinction coefficient 	.

Recall that we get an independent estimated range

map for each color channel: 	r ẑ, 	g ẑ, and 	b ẑ,
where the subscripts r, g, b denote the three color
channels. These maps should differ only in their
scale. This scale is set by the ratios of their scalar
extinction coefficients, 	r, 	g, and 	b. We combine
the range maps into a single, average one:

	z� x, y� � �	r ẑ� x, y� � 	g ẑ� x, y� � 	b ẑ� x, y���3.
(19)

Note that there may be more optimal methods of
combinations, such as a weighted average, in which
the weights depend on the noise in each channel.
The estimation may be further improved if it is based
on narrow spectral bands, rather than on RGB.

We derived the range map of the scene correspond-
ing to Fig. 3 as a byproduct of dehazing. To make
the depth map more robust to noise, we median fil-
tered Â. The range map is shown in Fig. 6. The
darker points correspond to more distant objects.
The map is qualitatively consistent with the scene,
for example, indicating the close tree in the fore-
ground and the gradual increase of range in the back-
ground.

The range map can be used to render the scene
from viewpoints other than the one used during ac-
quisition. We texture map the dehazed image on
the range map �surface� and then look at the texture-
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mapped surface from various viewpoints. Examples
for this application are shown in Figs. 4�b� and 4�c�.
Here the appearance of the scene is shown from two
different viewpoints. The images are rendered by
rotation of the textured surface by 22° and 31° relative
to normal viewing direction shown at the top of Fig. 4.
This creates the impression that the viewer gradually
descends relative to the acquisition position.

One may see that the valley with the agricultural
segments is planar, since straight lines on it remain
quite straight when viewed from different directions.
It can clearly be seen in Fig. 4 how the large tree on
the right-hand side of foreground occludes the build-
ings in the valley behind it and the mountain range
bounding the valley. In addition, one may see that
there are consecutive mountain ranges �the close one,
which bounds the valley, is greener, whereas the far-

ther ones are more pale as explained in Subsection
7.C�. As the viewer descends, the farther ridges be-
come occluded by the close ridge, and as the viewer
ascends, the distant ridges gradually appear.

B. Range Accuracy

We now analyze the accuracy of range estimation on
the basis of scattering. Let the uncertainty �scaled
by the camera’s dynamic range� in the measurement
of Î� or Î� be � � 2�b. Here b is the number of bits
per pixel of the camera, assuming that quantization
is the dominant noise source and that the radiometric
response is linear. The uncertainty of the estimated
depth is then

�z �
1
	

exp�	z � b ln 2�
1

pA�

. (20)

Fig. 4. �a� The dehazed image has much better contrast and color than the optically filtered image, especially in the distant regions of
the scene �compare with Fig. 3�. �b� and �c�, As described in Section 5, we estimate the range map of the scene. We use it to render the
dehazed scene from different perspectives, as if the viewer descends. Note the occlusion of the background by the foreground tree on the
right. Note also the distant mountains occluded by the closer ridge.
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The range uncertainty grows exponentially with
the distance. Beyond some distance zmax, range es-
timation is too uncertain to be reliably considered.
Nevertheless, relation �20� shows that the degrading
effect due to growth of distance z can be compensated
by a proportional increase of the number of bits b.
Thus, zmax � b. For example, a 12-bit camera will be
able to probe 50% farther into the scene than an 8-bit
camera.

One may note that haze can actually be useful for
estimating distances, since without scattering the
perception of depth due to airlight is lost. Indeed, �z
3 � when 	3 0, i.e., when attenuation is weak. On

the other hand, �z3 � also when 	3�, that is, when
attenuation is too strong �e.g., in fog�. The optimal
extinction coefficient minimizing �z is 	 � 1�z. For
example, estimates of object ranges around the dis-
tance of 3 km are most accurate on a day when the
effective attenuation distance due to haze is 3 km
�	 � 1�3 �km�1��.

The estimation is prone to significant error for
close objects reflecting significantly polarized light
such as specular objects. As discussed in Subsec-
tion 2.B, the degree of polarization of the distant,
hazy objects is small relative to the airlight. This
may not be true for close objects. Figure 7 shows

Fig. 5. Photograph with the best contrast that optics alone can give �a� is almost as poor as the worst polarization state �b�. The dehazed
image �c� has much better contrast and color, especially in the distant regions of the scene �note the green forest and the red roofs�.
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the range map obtained for the scene shown in Fig.
5. The map is qualitatively consistent with the
scene, for instance, indicating the close buildings
and the distant ridge. Yet a significant partial po-
larization was observed in some surfaces on the
close buildings, especially those directly lit by the
Sun. In Fig. 7 this manifests in a dark shading of
the points corresponding to these objects �rather
than a bright shade�. Note also that haze homo-
geneity is the basis for Eq. �18�; thus range esti-
mation becomes less accurate when there are
significant spatial variations of the haze.

To conclude this section, using haze and polariza-
tion to estimate a range map of the scene is prone to
several sources of inaccuracy. Nevertheless, it en-
ables passive estimation of very long distances, with-
out resorting to geometric methods �triangulation�,
which are prone to matching problems. Instead of
geometry, the use of photometry enables the rough
estimation of the large distances from a single view-
point. The limit of the estimated range depends on
the visibility. We demonstrated ranging in a scene
with visible objects tens of kilometers away, but the
maximum range can be much larger, depending on 	
and b.

6. Information about the Aerosols

In Section 4 we showed that on the basis of as few as
two images we can dehaze the imaged scene. Now
we will show that with the same raw images we can
extract information related to the atmospheric parti-
cles that degrade the scene visibility.

Consider the range maps of each color channel,
which were described in Section 5. Averaging over
the image pixels, we define scalars corresponding to
each color channel:

sr �

�
x,y

	r ẑ� x, y�

�
x,y

	z� x, y�
, (21)

sg �

�
x,y

	g ẑ� x, y�

�
x,y

	z� x, y�
, (22)

sb �

�
x,y

	b ẑ� x, y�

�
x,y

	z� x, y�
. (23)

These scalars express the extinction coefficients of
the atmosphere, in each of the color channels, up to a
single scale factor. This result is valuable because
the relative scattering coefficients are determined by
the size of the scattering particles.2,15,39 Assuming
that scattering is the dominant process of attenua-
tion, these ratios provide rough indication about the
distribution of the particles’ size. This information
may be used in conjunction with other methods for
estimating the particle size from spectral and polar-
ization information.16 It may be incorporated into
models that make explicit physical analysis of atmo-
spheric scattering, as well as in applications of eco-
logical monitoring. As with image dehazing and
range estimation, this application would be more ac-
curate if narrow spectral bands were used, rather
than RGB.

In the experiment based on the images shown in
Fig. 5, we obtained

�sr

sg

sb

� � �0.26
0.32
0.42

� , (24)

which means that the scattering in the blue band is
�60% stronger than the scattering in the red band.
Had the dominant particles been small enough to
obey Rayleigh’s 1��4 rule, we might have expected
that the scattering of the blue wavelengths were
much stronger relative to the red wavelengths. It is
difficult to pinpoint the exact relative strength when
very broadband spectral channels are used. So to
get a rough estimate, if we take 450 and 650 nm as
typical mid-band wavelengths for blue and red, re-
spectively, then in Rayleigh scattering we may expect
the blue scattering to be �an order of � 300% stronger

Fig. 6. Range map of the scene shown in Fig. 3, estimated as a
byproduct of the dehazing algorithm. The farther the object, the
darker the shading.

Fig. 7. Range map of the scene shown in Fig. 5, estimated as a
byproduct of the dehazing algorithm. Some surfaces of close ob-
jects are wrongly marked as distant ones as a result of their high
degree of polarization.
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than the red one. Therefore, as expected, the exper-
iment was conducted under conditions in which scat-
tering was dominated by particles that do not fit into
the Rayleigh model. Therefore, even if the Sun had
been perpendicular to the viewing direction �the triv-
ial case for Rayleigh scattering�, light would not have
been sufficiently polarized to enable dehazing by op-
tical filtering alone.

7. Estimating A� and p

To dehaze the image with Eqs. �13�, �15�, and �17�, we
need an estimate of the global parameters A� and p.
In Ref. 10 it was concluded that human vision can
correct for effects of aerial perspective on the basis of
context. We use this observation as the way to ob-
tain A� and p. The image context we mainly rely on
is the sky. This section discusses estimation of
these parameters. The experimental results were
based on the principles described in Subsections 7.A–
7.C.

A. Sky Measurements at the Horizon

Since t�z� 3 0 as z 3 �, we get

Itotal � Lobjectt� z� � A��1 � t� z��3 A�. (25)

The degree of polarization of the measured scene �i.e.,
the direct transmission combined with airlight� is

P̂� x, y� �
�I� x, y�

Itotal� x, y�
, (26)

where

�I� x, y� � �Î�� x, y� � Î�� x, y��. (27)

As z 3 �,

P̂� x, y�3
A�

� � A�
�

A�
� � A�

� � p. (28)

We can measure these parameters directly from the
images. We can use points that are seen through
enough haze such that their direct transmission is
practically zero. Such points are not always avail-
able, so we use some heuristics based on context �as
in human vision10� to estimate these parameters.
The most direct way is to measure patches of the sky
at the horizon:

Â� � Itotal�sky�, p̂ �
�I�sky�

Itotal�sky�
. (29)

As an example, in the experiment corresponding to
the images shown in Fig. 5, the average measured
values of p̂ with Eq. �29� were

� p̂r

p̂g

p̂b

� � �0.28
0.25
0.22

� . (30)

Note that p̂r � p̂g � p̂b. This is consistent with the
literature14,15: In haze, long wavelengths �red� un-
dergo less multiple scattering and therefore maintain

a higher degree of polarization, compared with short
�blue� wavelengths. Since p depends on the size and
density of the scatterers,15 the estimation of p in the
different spectral bands may provide additional in-
formation about the aerosols in the scene.16

Note that if the horizon is cloudy and t��� � 0, then
the measured light is due not only to haze airlight but
also to the object �cloud�. Thus this method will be
erroneous, and we may need to apply the method
described in Subsection 7.D.

B. Spatial Variability

Although we treat the parameters A� and p as global,
they may vary across the field of view. The sky
�horizon� radiance A� depends on the angular scat-
tering coefficient 	���, as explained in Subappendix
A.2. Therefore it depends on the position of the Sun
relative to the viewing direction.12 For instance, be-
cause of strong forward scattering and backscatter-
ing, A� will usually be larger when the Sun is in front
or behind the camera. Also, p depends on the posi-
tion of the Sun relative to the viewing direction.

The spatial variations of A� and p across the field of
view are much slower than the typical variations in
radiance that are due to texture. Thus we can ac-
count for the horizontal variation of A� and p by
sparsely sampling the sky radiance at the horizon
across the field of view and then interpolating the
values, using a smoothly varying function. In the
experiments we performed we estimated Â� and p̂ by
sparsely measuring the sky values above the distant
ridges across the images. We then fit a second-order
polynomial to the measurements.

Vertical variations are more complicated. Sky
measurements can change as a function of altitude.
Haze density can change significantly as a function of
altitude11 within the first few vertical kilometers of
atmosphere,2 and even within a few hundred meters.
Moreover, even on a clear day the sky radiance and
polarization change as a function of the viewing di-
rection relative to the zenith.38,46 The plane of po-
larization may change by 90° above the solar and
antisolar horizons when the Sun is low. Thus one
has to be careful when applying this method in a
large vertical field of view. A direct implication is
that measuring Â� and p̂ from a sky patch at high
elevation angle will usually be error prone. For this
reason we measure the sky values close to the hori-
zon. We also applied a stabilizing bias, described
next.

C. Stabilizing the Recovery

Even if all the measurements were perfect, we believe
that avoiding a complete inversion of the image for-
mation is beneficial from a perceptual-aesthetic point
of view. There are two reasons for this. First, at-
tempting to remove the atmospheric scattering from
the sky itself means that the daylight sky should be
removed. In a noiseless image the result would be
dark deep-space sky in a clear daylight image! This
is perceptually annoying. The sky appearance is
further degraded by unstable amplification of noise,
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since the denominator in Eq. �17� approaches zero
when Â3 A�. Second, even on the clearest day, we
still encounter airlight because of scattering by the
air molecules, which manifests in a bluish tint in the
distance. Images lacking any aerial perspective,12

in which far objects are the same as close ones, look
strange and artificial.

If the dehazed images are meant for human inspec-
tion, it is preferable to avoid these phenomena. This
is easily achieved if we somewhat bias p̂ by multiply-
ing it by a factor �, such that 1 � � � 1�p̂:

p̂3 �p̂. (31)

If � � 1, we get Eq. �17� as the solution to the inverse
problem. In the other extreme we may set �p̂ � 1
�recall that p � 1�, and then the algorithm behaves
as if the airlight were completely polarized: From
Eqs. �13� and �15� D�x, y� � Î��x, y� when p � 1;
hence the unprocessed best-polarized image compo-
nent is used as the value for the direct transmission.
For all intermediate values of � the inverse solution
�17� is moderated by means of weighting it with the
raw image. Using a value of � slightly larger than 1
leaves a residual haziness �originating from the raw
image� that grows with the distance, thus making the
image consistent with naked-eye experience. It can
also be shown that when � � 1 the estimated dehazed
sky value is L̂object�sky� � A�; i.e., it retains its raw
unpolarized sky value, automatically. The noise in
the estimated sky value is

�L̂object�sky� � 	2��1 � 1����1, (32)

where � is the noise standard deviation of the raw
image components. It can be seen that noise is am-
plified in the sky by the dehazing process, but this
amplification decreases with the increase of �.

This bias is also beneficial to counter effects of error
stemming from inaccurate estimation of p and A�.
As described in Subsection 7.B, we may expect such
inaccuracy if it is based on sky measurements.
From Eqs. �13�–�15�, �26�, and �27�,

D̂� x, y� �
Îtotal� x, y�

p̂
� p̂ � P̂� x, y��. (33)

If our estimate of the airlight degree of polarization is
too low � p̂ � p�, then negative values can appear in
the image of the direct transmission. This is espe-
cially relevant to distant objects, because P�x, y�3 p
when z 3 �. Biasing p̂ with Eq. �31� reduces the
occurrence of such problems. In addition, Eq. �31�
better conditions the compensation for attenuation in
case Â� is inaccurate �see Eqs. �13�, �16�, and �17��.

In the experiments we performed, we first esti-
mated Â� and p̂ as described in Subsections 7.A and
7.B. Indeed, that heuristic method resulted in a
slight error, and many of the resulting pixels of D̂
and L̂object had negative values, especially in the
distant areas. In addition, the sky was quite noisy.
So, to get the dehazing results presented in this pa-
per, we fine tuned p̂ by increasing its values globally

by a few percent �� � 1.09�. We thus gave up a few
percent of the full inversion, and in return almost all
the occurrences of negative values were eliminated
and the sky regained a natural color �a tolerable noise
is still present�. As can be seen in Fig. 4, distant
objects have a residual bluish haziness �aerial per-
spective12�, making the recovered scene look percep-
tually acceptable.

D. Unavailable Sky Measurements

When direct sky measurements are not possible to
obtain, we need to get the context for estimating p
and A� from nonsky regions of the scene. We now
show that such an estimate can be obtained from a
priori information about the identity of several scene
points with similar but unknown radiance Lobject, had
the haze been absent. For instance, this is possible
if parts of the scene had been observed on a clear day
so that some objects are known to have corresponding
colors. From Eqs. �13�, �17�, and �27�,

Îtotal� x, y� � Lobject � �1
p

�
Lobject

pA�
��I� x, y�. (34)

Assume that we know of a set of �at least two� pixels
�xk, yk� for which the object radiance in the absence of
haze is the same, Lobject � L1

object, but their distances
from the viewer are different. For instance, the set
of pixels can correspond to similar bushes at different
distances. The value L1

object does not have to be
known in advance, as we will see in the following.
Because of the differing depths, these points �xk, yk�
will have different values of Îtotal�k� and �I�k�. For
all these points, however,

C1 � �1
p

�
L1

object

pA�
� (35)

is constant. Thus Îtotal�k� as a function of �I�k�
forms a straight line,

Îtotal�k� � L1
object � C1�I�k�, (36)

whose intercept on the Îtotal axis is the radiance value
L1

object. Therefore knowing points �xk, yk� that
have corresponding radiances, we can estimate their
corresponding dehazed radiance by fitting a line to
the measured Îtotal�k� and �I�k�. The slope of the
fitted line is C1.

Now that we know L1
object and C1, we may rewrite

Eq. �35� as

p �
1
C1

� �L1
object�C1�

1
A�

. (37)

Thus the unknown p and A� are constrained to lie on
a line in the �p, 1�A�� plane. The line is defined by
the already estimated L1

object and C1. Now we can
look at a different set of �at least two� pixels �xn, yn�,
which in the absence of scattering effects have the
same radiance L2

object, where L2
object � L1

object. Once
again, analogous to Eqs. �35� and �36�, L2

object and the
corresponding C2 are estimated if the pixels �xn, yn�
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correspond to scene points at different distances.
This supplies another line constraint,

p �
1
C2

� �L2
object�C2�

1
A�

. (38)

The intersection of these lines �37, 38� yields the es-
timated values for p and A�. For N � 2 sets of pixels
corresponding to unknown dehazed object radiances
Ll

object where l � 1, . . . , N, the estimation of p and A�

becomes more robust. The minimum, however, is
two sets of two points. Note that for identifying the
sets of pixels, this method requires some user inter-
action, as in the estimation using sky measurement.

8. Discussion

We have shown that physics-based image analysis
that follows acquisition of polarization-filtered im-
ages can remove visual effects of haze. Although it
is based on some approximations, this approach
proved to be effective in dehazing, when the problem
could not be solved by optics alone. The method is
quick and does not require temporal changes in
weather conditions. In addition to the dehazed im-
age, the method also yields information about scene
structure and the atmospheric particles. These re-
sults can form the basis for useful tools in photogra-
phy and remote sensing.

Our method is based on the partial polarization of
airlight. Therefore its stability will decrease as the
airlight degree of polarization decreases. For in-
stance, the method may be less effective when the
illumination is less directional �overcast skies�. We
expect it to have just a limited effect, or even fail, in
cases of strong depolarization, as occurs in fog. Nev-
ertheless, with more-exact scattering models, such as
those that include multiple scattering, this research
may be extended to complicated weather conditions
and perhaps to other scattering media �e.g., under-
water environments34 and tissues�.

Appendix A

1. Dehazing with Two Arbitrary Images

In Sections 4 and 5 we used estimates of I� and I� in
the dehazing algorithm. We now show that in the-
ory the method can work on the basis of two images
taken through any nondegenerate polarization orien-
tations. Let � be the orientation of the polarizer for
best transmission of the component parallel to the
plane of incidence �Fig. 1�. For a general orientation
� the observed airlight is

A��� � A�1�p cos�2�� � �����2, (A1)

which coincides with Eqs. �9� and �11� if � � �, � �
90°. Assume that we take two images of the scene
with arbitrary orientations of the polarizer, �1 � �2.
Because the direct transmission is unaffected by the

polarizer orientation, the images are

I1 � D�2 � A��1�, (A2)

I2 � D�2 � A��2�. (A3)

Let us define an effective airlight

Aeffective � A��1� � A��2�, (A4)

with an effective degree of polarization

peffective �
A��2� � A��1�

Aeffective
, (A5)

where we set A��2� � A��1�, without loss of general-
ity. We also define an effective unfiltered image

Ieffective
total � I1 � I2 � D � Aeffective . (A6)

It can easily be shown that Aeffective is proportional to
the actual airlight,

Aeffective � fA � fA��1 � t� z�� � A�
effective�1 � t� z��,

(A7)

where A�
effective is the effective airlight at infinity �the

horizon�. The proportion factor f is

f � 1 � p cos��1 � �2 � 2��cos��1 � �2�. (A8)

Since we do not know � on the basis of two arbitrary
polarizer angles, f is unknown.

Assume now that we have estimates of the param-
eters peffective and A�

effective. These parameters can be
estimated by measurement of the image irradiances
I1 and I2 at the sky, similar to the way described in
Section 7. Then we estimate the effective airlight at
each point,

Âeffective �
I2 � I1

peffective
. (A9)

From Eq. �A6� the estimated direct transmission
based on the raw images I1 and I2 is

D̂ � Ieffective
total � Âeffective. (A10)

From Eq. �A7� the estimated transmittance is

t̂ � 1 �
Âeffective

A�
effective . (A11)

Thus the dehazed image is

L̂object �
Ieffective

total � Âeffective

1 � Âeffective�A�
effective . (A12)

We can check the stability of using an arbitrary pair
of images. It is easy to show that

peffective �
Ap

Aeffective
sin��1 � �2 � 2��sin��2 � �1�.

(A13)
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Equation �A9� becomes unstable when peffective 3 0.
Besides the obvious case in which p � 0, this happens
when

��1 � �2��2 � �, � � 90°. (A14)

This is expected because the acquired images are
equal if taken on symmetric angles relative to the
extrema of the cosine in Eq. �A1�. Therefore chang-
ing the orientation from �1 to �2 is degenerate. Ex-
cept for these singular cases, dehazing is possible
with two images. The best stability of dehazing is
achieved when peffective is maximum, that is, when
� � �, � � 90°. Therefore we focus here on dehaz-
ing based on I� and I�.

By rotating the polarizer to achieve an extremum
of the image irradiance or contrast, it is often easy to
detect visually the states corresponding to I� and I�.
However, it is easier and more accurate to estimate
these components with 3 or more images taken
through different general orientations of the polar-
izer. This is a common practice in polarization im-
aging, as detailed in Refs. 29, 31, 34, 43, 47, and 48.

2. Inhomogeneous Attenuation: Model and Recovery

This subsection describes the image-formation model
and the dehazing method when the attenuation var-
ies along the line of sight. It is given here mainly to
make the paper self-contained for readers unfamiliar
with radiative transfer. When light propagating to-
ward the camera passes through an infinitesimal
layer of scattering media, some percentage of it is lost
as a result of scattering to other directions and as a
result of absorption. For a layer of thickness dz
, the
direct transmission change dD is given7,36 by the dif-
ferential equation

dD� z
�

D
� �	� z
�dz
. (A15)

	�z
� is the extinction coefficient at depth z
. We
obtain it by integrating the angular scattering coef-
ficient 	��, z
� over all scattering angles � and adding
the absorption coefficient, if absorption exists.
When we integrate Eq. �A15� over the distance z from
the object, the measured transmitted light is D �
Lobjectt�z�, where Lobject � D
z�0, and the atmospheric
transmittance is

t� z� � exp���
0

z

	� z
�dz
� . (A16)

In the special case when 	�z
� � 	 independently of
the distance, we obtain Eq. �3�.

Now let us derive the expression for airlight. Con-
sider a layer of scattering media, of infinitesimal
depth dz� illuminated by a light source at an arbi-
trary direction �say, the Sun�. Part of this light is
scattered toward the camera. The radiance of the
scattered light is proportional to the angular scatter-
ing coefficient 	��, z��. Note7 that 	��, z�� � 	�z��.
This is because light scattered toward a certain di-

rection is a fraction of the total amount of light re-
moved from the incident beam by scattering in all
directions and by absorption. The scattered light
radiance is also proportional to both the illumination
irradiance and to dz�. Thus we may conclude that
the ambient light scattered by this layer toward the
camera is given by �	�z��dz�, where � encapsulates
the illumination irradiance and the proportion of
light scattered in the direction of the camera, relative
to the total scattering �and absorption�. This ex-
pression also describes the case in which the layer is
illuminated by a distribution of source directions.7

Once this light has been directed toward the cam-
era, it undergoes attenuation on its way, as dictated
by t�z��. Eventually, the airlight from the above-
mentioned layer is

dA� z�� � �	� z��dz� exp���
0

z�

	� z
�dz
� . (A17)

The total airlight radiance �path radiance� is ob-
tained by means of integrating the airlight contribu-
tion from all layers49:

A� z� � �
0

z

dA� z�� � ���exp���
0

z�

	� z
�dz
��1�
0

z

� ��1 � t� z��. (A18)

The airlight of a scene point at infinity is

A� � ��1 � t����. (A19)

Therefore the airlight is

A �
A�

1 � t���
�1 � t� z��. (A20)

In the homogeneous haze model �Eq. �3�� we have
t��� � 0, that is, object points that are far enough are
completely attenuated. If we apply the assumption
of total attenuation for objects at infinity also to in-
homogeneous haze, then we set t��� � 0 in Eq. �A20�.
We then obtain

A � A��1 � t� z��, (A21)

as in Eq. �1�. This is the situation assumed through-
out the paper.

It is interesting to examine how the solution is
influenced when t��� is unknown and is not zero.
Assume that we perform the recovery in the same
way. First, we estimate p̂ and Â� by sampling the
image of the sky, as in Subsection 7.A. This time,

�I�sky� � A�p, (A22)

while

Itotal�sky� � Lobject�sky�t��� � A�. (A23)

Fortunately, we can set Lobject�sky� � 0. The reason
for this is that at night, when there is no airlight
�A� � 0�, the sky is dark �Itotal�sky� � 0�. Therefore,
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when airlight exists, Itotal�sky� � A�. Hence we can
safely use Eqs. �29� to estimate Â� and p̂.

Now that we have the parameters, we can look at
the scene-dehazing equation. It can be shown that
the estimation of the direct transmission D̂ with Eq.
�15� and p̂ is correct. Therefore we can remove the
additive airlight, using the same procedure as with
t��� � 0. To complete the dehazing process, we need
to compensate for the attenuation. Similar to Eqs.
�15� and �17�,

L̂object � D̂�t̂. (A24)

This time �see Eq. �A20��,

t̂ � 1 �
Â
A�

�1 � t����, (A25)

which is somewhat different from Eq. �16�. If t��� is
unknown and cannot be neglected, then our estima-
tion of the transmittance with Eq. �16� is biased to-
ward a value lower than the true one. This will lead
to some overamplification �brightening� of the image
radiance corresponding to distant objects in the de-
hazed image. The overamplification of distant ob-
jects is reduced when we bias p̂ by a factor of � � 1 as
in relation �31�; this bias reduces Â, thereby increas-
ing t̂ in Eq. �16� in the same way as the factor �1 �
t���� does in Eq. �A25�.

Partial and preliminary results were presented in
Ref. 47. We thank the reviewers for their helpful
remarks. This study was supported in part by a
grant from the Defence Advance Research Projects
Agency �DARPA� Human Identification at a Distance
program, contract N00014-00-1-0916; by National
Science Foundation �NSF� award IIS-99-87979; and
by the Morin Foundation.
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