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2 Course Abstract

Computer graphics deal with acquiring, interpreting and presenting the rich visual world around us.
This is an exciting research field with a wide spectrum of applications that can impact our daily lives.
However, most of the computer generated imagery today represents scenes with clear atmospheres, neglecting
light scattering effects. Nevertheless, scattering is a fundamental aspect of light transport in a wide range
of applications, whether simulating it or interpreting it, from medical imaging to driving simulators or
underwater imagery. In this course we address the challenges that arise when faced with light scattering in a
computer graphics context. The field has seen great advances over the past few years; however, most of the
existing algorithms still assume that light emitted by a source or reflected off a surface reaches the sensor
unaltered. This is due mainly to the complex interactions that occur and the high computational costs of
simulating them. Scattering effects are one fundamental hurdle that must be overcome to significantly extend
and enhance current state-of-the-art graphics techniques and achieve successful impact in a wide range of
domains. We hope to increase awareness about this area and open up new research directions.
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3 Introduction

Our current understanding of the behavior of light relies on a progression of increasingly complete yet
complicated models of light. These are (see Figure 1): ray optics, wave optics, electromagnetic optics, and
quantum optics saleh07fundamentals. Computer graphics typically relies on the simplest of these models,
ray optics (also called geometric optics). This model makes several simplifying assumptions about the
behavior of light that limit the types of phenomena that can be simulated. In essence, in this model light
can only be emitted, reflected, and transmitted. Additionally, light is assumed to travel in straight lines
and at infinite speed. This means that effects explained by the higher-level models cannot (easily) be
incorporated into our simulations. In ray optics, effects such as diffraction and interference (wave optics),
polarization and dispersion (electromagnetic optics), and fluorescence and phosphorescence (quantum optics)
are completely ignored. In spite of these limitations, we are still able to correctly simulate a wide range of
physical phenomena.

Figure 1: The theory of light is described by a series of increasingly complete optical models, where each
successive model is able to account for more optical phenomena. In computer graphics, we often restrict
ourselves to the simplest model, ray optics.

In most computer graphics applications, assumptions are made about the properties of the scattering
media in order to more easily derive expressions about the behavior of light. In particular, we assume
that the participating media can be modeled as a collection of microscopic particles. Since the particles are
microscopic and randomly positioned, we do not represent each individual particle in the lighting simulation.
Instead, we consider the aggregate probabilistic behavior as light travels through the medium. Moreover,
these particles are assumed to be spaced far apart relative to the size of an individual particle. This
assumption implies that as a photon travels through the medium and interacts at a particle, this interaction
is statistically independent from the outcome of subsequent interaction events (Figure 2).
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Figure 2: We treat participating media as a collection of microscopic scattering particles. When light travels
through the medium, a change of radiance may occur as the photons interact with the particles.

4 Real-time Rendering Techniques for Participating Media

Most of computer generated imagery today in video games, movies, and scientific simulations are of scenes
on clear days or nights. Volumetric effects such as the beautiful fog rolling down the hills, the bluish haze
of mountains, the eerie night fog or mist reminiscent of Hitchcockian movies, the splendor and brilliance
of underwater effects, the light streaming through clouds or the sun rising over the ocean provide pure
artistic and entertainment value. They are used in movies and paintings to portray different moods, used
in photographs to provide realism, and used even for training in safety and hazardous situations. In the
absence of such effects, current attempts at renderings appear unnatural and cartoonish. Thus, it becomes
critical to render these effects accurately for achieving photo-realism.

(a) (b) (c) (d)

Figure 3: Real time rendering of participating media:. (a)-(b) Real time rendering of homogenous media
using an analytic single-scattering model of light transport. (a) Clear scene. (b) Scene with fog added. (c)-(d) Fast
rendering of smooth, non-homogenous and dynamic media. (c) Clear day scene. (d) Scene with fog added.

Rendering of participating media requires solving complex light transport equations. Brute-force sim-
ulations of light transport based on Monte Carlo and finite element simulation can be prohibitively slow
(taking CPU-days or even weeks). However, a variety of applications spanning entertainment (video games),
medicine (surgery) and autonomous navigation require real-time or interactive performance. Thus, a recent
research thrust has been to make smoothness assumptions, either on the media [4, 12] or the lighting [11] in
order to achieve interactive rates. Sun et al [12] have implemented their model in modern programmable
graphics hardware using a few small numerical lookup tables stored as texture maps, and achieved truly
real time performance. Gupta et al [4] present a technique for fast rendering of non-homogenous, as well as
dynamic media, by representing the density and intensity fields in a low-dimensional basis. Sloan et al [11]
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use the concept of pre-computed radiance transfer to allow for real-time changes in the environment lighting.
Snapshots from a couple of representative papers are shown in Figure 3.

5 Measuring Scattering Properties of Participating Media

The appearance of participating media is governed by their optical properties, which must be input to
a rendering algorithm to generate realistic images. Even with the most accurate rendering algorithms, the
image quality is often limited by the accuracy of these input parameters. Narasimhan et al presented a simple
device and technique [10] for robustly estimating the scattering properties of a broad class of participating
media such as juices, beverages, sugar/salt crystals, and suspended impurities (ocean water) from a single
HDR photograph. They measured the scattering parameters of forty commonly found materials. The results
are compiled into a freely available database which can be immediately used by the computer graphics
community to render realistic images of arbitrary concentrations of the material with multiple scattering
(Figure 4), as well as create realistic images of combinations of the original materials. This technique can
be used to design portable devices as well, that can be used for in-situ measurements of impurity levels in
natural water bodies (oceans, lakes, rivers) for environmental monitoring.

(a) (b) (c)

Figure 4: Measuring scattering properties of participating media: Renderings of a scene with four liquids
in their diluted states (b) and their natural high density states (c). The corresponding input HDR images are shown
in (a).

Debevec et al presented a technique [7] for capturing time-varying volumetric data of participating media.
In their technique, a laser sheet is swept repeatedly through the volume, and the scattered light is imaged
using a high-speed camera. Each sweep of the laser provides a near-simultaneous volume of density values.
They demonstrated rendered animations under changing viewpoint and illumination, making use of measured
values for the scattering phase function and albedo. An example rendering is shown in Figure 5.

6 Inelastic scattering

To simulate inelastic scattering, all frequency changes at higher and lower energy values must be taken
into account, based on the spectral quantum efficiency function of the medium. Well-known effects such as
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(a) (b)

Figure 5: Measuring scattering properties of dynamic participating media:. Measured media can be
rendered under a variety of lighting conditions. (a) A captured smoke volume rendered with two spotlights of
different colors. (c) A smoke volume rendered with environmental illumination. Images taken from [7].

fluorescence or phosphorescence are due to this phenomenon. This part of the course will explain inelastic
scattering and review some of the most relevant works, covering both surface and volume inelastic scattering.

A full solution will be presented in the context of underwater imagery. Simulating the in-water ocean
light field is a daunting task. Ocean waters are one of the richest participating media, where light interacts
not only with water molecules, but with suspended particles and organic matter as well. The concentration
of each constituent greatly affects these interactions, resulting in very different hues. Inelastic scattering
events such as fluorescence or Raman scattering imply energy transfers that are usually neglected in the
simulations. A bio-optical model of ocean waters is presented in [6], along with a method to obtain the
in-water light field based on radiative transfer theory. The bio-optical model of the ocean uses published
data from oceanography studies. The method builds on [5], and provides a link between the inherent optical
properties that define the medium and its apparent optical properties, which describe how it looks. Areas
of application for this research span from underwater imagery to remote sensing; the resolution method is
general enough to be usable in any type of participating medium simulation. Figure 6 shows some results
varying the concentration of some of the components of the model: chlorophyll, minerals and detritus and
yellow matter.

7 Efficient Rendering of Highly Scattering Materials

Highly scattering, or translucent, materials are all around us. For example, milk, leaves, skin, paper,
paint, and marble are all highly scattering materials. These make up the foods and liquids we eat and drink,
and the materials that compose everyday objects such as plastics and paper. They make up our environment,
and even the various tissues of our own bodies. Translucent materials often have a soft, diffuse appearance
when viewed under direct lighting, and sometimes have a “glow” when backlit.

To efficiently render highly scattering materials, the diffusion dipole model, composed of a positive and
negative point source, gives a good approximation [8], under the assumption that the material is homogeneous
and semi-infinite in depth. The main limitations of the dipole model are its restriction to semi-infinite
geometry and homogeneous materials. This is resolved by using arrays of multiple dipoles (a multipole)
and convolutions of layer profiles [1]. These extra sources take boundary conditions at the interfaces of thin
slabs, and between the boundaries of scattering layers to produce reflectance and transmittance profiles for
each layer. Convolving these profiles together allows the rendering of layered materials like leaves, paint,
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Figure 6: Resulting pictures varying the chlorophyll concentration C, the minerals and detritus turbidity αd

at 400nm and the CDOM turbidity αy at 440nm.

and skin (see Figure 7), while these profiles by themselves can be used to render thin materials like paper.
Determining parameters for the above models, however, is a difficult task. Direct acquisition of the

properties of translucent materials is time-consuming and expensive, and can even be inaccurate, due to the
high orders of light scattering [9]. Instead, parameters can be estimated by fitting to a model, as done in
the case of faces [13]. Here, the dipole model allowed the fitting of optical properties and albedo maps for a
large database of human faces, and allowed the analysis of facial traits, along with novel facial renderings.

More specific material models give more intuitive and finer controls over appearance. For example, the
multipole model provides a basis for a spectral model of human skin’s appearance based on skin’s chemical
and structural composition [2]. Using only four parameters (two types of melanin, hemoglobin, and oiliness)
based on real physical properties of skin, this model produces realistic images of many skin types (see
Figure 8, top). It allows the intuitive description of appearance through these parameters, and compares
well with actual measured reflectance of real skin samples.

Unfortunately, this skin model requires the use of albedo textures to modulate the layered-homogeneous
translucent reflectance predicted by the multipole model. Fully controllable spatially varying properties
are controllable using a heterogeneous skin model [3]. In addition, using a simple acquisition setup (see
Figure 8, middle), the properties of multi-layered skin are recovered through an inverse rendering process.
This heterogeneous model allows the synthesis of dynamic changes in skin, and other effects such as inserting
artificial pigment (e.g. a tattoo) between skin layers (see Figure 8, bottom).
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Figure 7: Renderings of thin and layered materials. In reading order: paper, leaves, skin and paint
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Figure 8: Top: Realistic spectral renderings of human skin. Middle: A device for acquiring the spatially
varying spectral properties of skin. Bottom: Inserting a tattoo between skin layers, rendered using a hetero-
geneous skin model
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Leonardo da Vinci (1480)
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“Thus, if one is to be five times as distant, make it five times bluer.”
—Treatise on Painting, Leonardo Da Vinci, pp 295, circa 1480.



Nebula
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T.A.Rector (NOAO/AURA/NSF) and the Hubble Heritage Team (STScI/AURA/NASA)



Outline
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• Theoretical background

• Methods for rendering participating 
media



Radiance

• The main quantity we are interested in 
for rendering is radiance:
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:  radiance, or “light”



Participating Media
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medium interaction

incoming light outgoing light



Absorption
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: absorption coefficient [1/m]



Emission
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: absorption coefficient [1/m]



Out-Scattering
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: scattering coefficient [1/m]



In-Scattering
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: scattering coefficient [1/m]



In-Scattering
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The Phase Function
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• Local, directional distribution of 
scattering

• Integrates to 1 over all directions:

or



The Phase Function
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isotropic scattering



Anisotropic Scattering
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• Anisotropy parameter g (average cosine):

where,



Anisotropic Scattering
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• Anisotropy parameter g (average cosine):

• g=0: isotropic scattering

where,



The Phase Function
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g > 0: forward scattering



The Phase Function
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g < 0: backward scattering 



The 4 Scattering Events
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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Radiative Transport Eqn
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extinction coefficient



Volume Rendering Eqn
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Volume Rendering Eqn
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Volume Rendering Eqn
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light source

Scene with Medium

29
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Volume Rendering Eqn
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L(xs, !ω)
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Tr(x↔xs)

Volume Rendering Eqn
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Transmittance: 
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Volume Rendering Eqn
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Volume Rendering Eqn
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Media Properties
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Derived Properties
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Outline
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• Theoretical background

• Methods for rendering participating 
media



Available Techniques

• “Ray Tracing Volume Densities.” Kajiya and Herzen. 1984.
• “The Rendering Equation.” Kajiya. 1986.
• “The Zonal Method for Calculating Light Intensities in the Presence of a 

Participating Medium.” Rushmeier and Torrance. 1987.
• “Efficient Light Propagation for Multiple Anisotropic Volume Scattering.” Max. 1994.
• “Multiple Scattering as a Diffusion Process.” Stam. 1995.
• “Rendering Participating Media with Bidirectional Path Tracing.” Lafortune and 

Willems. 1996.
• “Efficient Simulation of Light Transport in Scenes with Participating Media using 

Photon Maps.” Jensen and Christensen. 1998.
• “Metropolis Light Transport for Participating Media.” Pauly et al. 2000.
• “Practical Rendering of Multiple Scattering Effects in Participating Media.” Premože 

et al. 2004.
• “Multidimensional Lightcuts.” Walter et al. 2006.
• “Radiance Caching for Participating Media.” Jarosz et al. 2008.
• “The Beam Radiance Estimate for Volumetric Photon Mapping.” Jarosz et al. 2008.

Rendering Participating Media
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• Path tracing

• Ray marching

• Metropolis

• Finite element methods (Radiosity)

• Diffusion

• Interpolation methods (Radiance caching)

• Density estimation methods (Photon mapping)

• VPL methods (Lightcut, Instant radiosity)

Available Techniques
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Ray Marching

40



object

x

Ray Marching
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• approximate/compute using Riemann sum
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Ray Marching
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Ray Marching
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Computing Tr

42

• In general:

• In homogeneous medium:

•
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Ray Marching
(Homogeneous Media)
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x

Ray Marching
(Homogeneous Media)
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Computing Tr
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• In general, if x1, x2 and x3 are collinear,

• then: 
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Computing Tr
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• In general, if x1, x2 and x3 are collinear,

• then: 
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Ray Marching
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• compute Tr incrementally
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Ray Marching
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Ray Marching
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object

x

Ray Marching
(Single Scattering)

47

• assume only single scattering (direct lighting)



object

x

Ray Marching
(Single Scattering)

47

• assume only single scattering (direct lighting)
• trace shadow ray for volumetric shadows
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Ray Marching
(Multiple Scattering)
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• recursive ray marching
• exponential growth! expensive!
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• recursive ray marching
• exponential growth! expensive!
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Ray Marching
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• random walk sampling (path tracing)
• linear growth, but still expensive.
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Ray Marching
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• random walk sampling (path tracing)
• linear growth, but still expensive.
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• random walk sampling (path tracing)
• linear growth, but still expensive.



So Far

• Single scattering relatively in-expensive

• Multiple scattering very expensive
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Volumetric Photon Tracing

51

Two-pass algorithm:

1) Photon tracing
• Simulate the scattering of photons

2) Rendering
• Reuse the photons to estimate multiple 

scattering
• VPL methods or density estimation



Volumetric Photon Tracing
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object

Volume Photon Map
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Methods
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1. Treat each photon as a “virtual point light”
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VPL Methods
(Instant Radiosity)
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: shoot shadow rays to VPLs
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VPL Methods
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: shoot shadow rays to VPLs



object

VPL Methods
(Instant Radiosity)
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1. Treat each photon as a “virtual point light”
2. Perform ray marching

• At each step: choose a subset of VPLs
(faster performance, introduces noise)



object

VPL Methods
(Lightcuts)
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1. Create VPL hierarchy
2. Perform ray marching

• At each step: choose hierarchical subset
(faster performance, tries to limit noise)



Caustics

Henrik Wann Jensen 2000
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Volumetric Photon Mapping

59



object

Volumetric Photon Mapping
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Two approaches: traditional & beam estimation
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Traditional Photon Mapping
(Ray Marching)
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Traditional Photon Mapping
(Ray Marching)
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object

xt

Traditional Photon Mapping
(Multiple Scattering)

Li(xt, !ω) photon map for multiple scattering
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Volumetric Radiance Estimate
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Volumetric Radiance Estimate
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A Volume Caustic

Henrik Wann Jensen 2000
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500,000 photons. 1 minute



Rising Smoke
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Smoke flowing past a sphere
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Drawbacks
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Drawbacks

• Radiance estimation is 
expensive

• Requires range search 
in photon map

• Performed numerous 
times per ray
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Large Step-size

Drawbacks
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Large Step-size

Drawbacks
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Large Step-size

Drawbacks

Very Small Step-size
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Conventional Radiance Estimate
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Volumetric Photon Mapping
Beam Radiance Estimate
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Volumetric Photon Mapping
Beam Radiance Estimate
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Adaptive Radius Comparison
Beam Estimate

(6:22)
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Adaptive Radius Comparison
Beam EstimateConv. Estimate

(6:38) (6:22)
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Adaptive Radius Comparison
Beam EstimateConv. Estimate

(6:38) (6:22)

Conv. Estimate

(∞)
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Smoky Cornell Box
Conv. Estimate Beam Estimate
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Smoky Cornell Box
Conv. Estimate Beam Estimate

(4:03) (3:35)
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Lighthouse

Conventional Estimate

Beam Estimate
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Lighthouse

Conventional Estimate

Beam Estimate

(1:12)

(1:05)
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Cars on Foggy Street

Conventional Estimate

Beam Estimate
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Cars on Foggy Street

Conventional Estimate

Beam Estimate

(2:02)

(1:53)
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Physically Based Rendering.
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Visualizing Underwater Ocean Optics – Gutierrez et al.

Inelastic Scattering
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Inelastic scattering
It can cause very prominent effects, but has traditionally 
been neglected:

It can be faked (actually, just like everything else)
Real-world data is not easy to obtain
It requires a spectral renderer





[Glassner 94]
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[Glassner 94]
Emission Extinction

Elastic

Scattering

Inelastic Scattering



Full Radiative Transfer Equation
Emission Extinction

Elastic

Scattering

Inelastic Scattering

Inelastic phase function
Wavelength redistribution function

Inelastic phase function
Wavelength redistribution function



[Glassner 94]
First application of inelastic scattering to CG

Fluorescence (modified version of rayshade)



[Glassner 94]
First application of inelastic scattering to CG

Phosphorescence

Re-formulation of the rendering equation in the
presence of these phenomena



[Glassner 94][Wilkie et al. 01]

[Devlin et al. 02]

Re-radiation matrix 
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[Glassner 94][Wilkie et al. 01]

[Devlin et al. 02]

Re-radiation matrix 



[Wilkie et al. 01]



[Wilkie et al. 06]
Previous works dealt with color computations
Analyze the reflection behaviour of fluorescent
surfaces: energy shift is highly dependant on exitant
angle
Provide an analytical BRDF model for fluorescent
surfaces based on a layered microfacet approach



[Wilkie et al. 06]



[Wilkie et al. 06]
Diffuse orange card hit by green laser

Left: plain
Right: fluorescent (day-glo)



From almost specular to fully fluorescent



Re-radiation matrices not enough



[Wilkie et al. 06]

BRDF made up of:
Non-fluorescent semigloss specular component
Fluorescent diffuse component
No SSS



[Wilkie et al. 06]





[Cerezo and Serón 04]
Volume inelastic scattering
Rendering system based on the discrete ordinates 
method
Generalizes [Languénou et al. 95] to inelastic events. 
Energy is transmitted from voxel to voxel in a 
cascading scheme

Limited to pure chlorophyl
Requires voxelization (simple scenes)



[Cerezo and Serón 04]



[Cerezo and Serón 04]
The figure from the paper (shown here) should actually 

show the opposite cascading scheme



[Gutiérrez et al. 05]
Generalized volume inelastic scattering: photon
mapping extension

No need to voxelize
Not limited to chlorophyl: Stokes behavior



[Gutiérrez et al. 05]



[Gutiérrez et al. 08]
Extension to the previous PM extension

Full volumetric inelastic scattering (Stokes, anti-Stokes)





Constituents = f(Parameters of the model)

Fluorescence isotropic phase function





SCATTERING



Absorption Elastic scattering







INELASTIC
SCATTERING

by
YELLOW MATTER



Absorption Elastic scattering Inelastic scattering
USING YELLOW 

MATTER INELASTIC 
PHASE FUNCTION

USING YELLOW 
MATTER 

WAVELENGTH 
REDISTRIBUTION 

FUNCTION



Radiance estimate
Single scattering

Multiple scattering





The effect of inelastic scattering

Without inelastic scattering With inelastic scattering



[Hullin et al. 08]
Fluorescent immersion range scanning

Acquisition of Optically Complex Objects and Phenomena
Tuesday, 4 August, 08:30 – 10:15

http://www.mpi-inf.mpg.de/resources/FIRS/



[Hullin et al. 08]
Fluorescent immersion range scanning



[Hullin et al. 08]
Fluorescent immersion range scanning



[Hullin et al. 08]
1. Get rid of multiple scattering



[Hullin et al. 08]
1. Get rid of multiple scattering

Structured Light in Scattering Media [Narasimhan et al. 
2005]: finding a suitable concentration of milk seems
almost impossible
Fluorescent dye avoids the problem



[Hullin et al. 08]
http://www.mpi-inf.mpg.de/~hullin/projects/FIRS/virtuallab.html

Milk: murky
Fluorescent dye: almost no multiple scattering



[Hullin et al. 08]
2. Filter out unwanted rays



[Hullin et al. 08]



[Hullin et al. 08]
Fluorescent immersion range scanning



[Hullin et al. 08]
Fluorescent immersion range scanning
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Thanks for your attention!
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Scattering�in�Participating�Media

Accurate�Rendering�of�Media�Critical�for�Realism



Significant�Progress�in�Volumetric�Rendering

[Jensen�et�al,�01] [Donner,�03]

[Fedkiw�et�al,�01][Jensen,�02]

Accuracy�Limited�by�the�Input�Medium�Parameters

Measuring�Surface�Reflectance�[’95�� ’06]

BRDF�[Matusik�et�al,�03] BTF�[Dana�et�al,�97]

Time�varying�BTF�[Gu�et�al,�06]



Measurement�Work�in�Graphics

Attenuation�of
L B

Directional�Scattering
i Mi

Diffusion�based
BSSRDF MLaser�Beams

[Hawkins�et�al,�05]
using�a�Mirror

[Hawkins�et�al,�05]
BSSRDF�Measurement

[Jensen�et�al,�01;
Joshi�et�al,�05]

No�Scattering No�Attenuation High�Scattering

Measurement�Work�in�Graphics

Attenuation�of
L B

Directional�Scattering
i Mi

Diffusion�based
BSSRDF MLaser�Beams

[Hawkins�et�al,�05]
using�a�Mirror

[Hawkins�et�al,�05]
BSSRDF�Measurement

[Jensen�et�al,�01;
Joshi�et�al,�05]

No�Scattering No�Attenuation High�Scattering

One�Simple�Setup
Robust Parameter Estimation from a PhotographRobust�Parameter�Estimation�from�a�Photograph

Cover�Entire�Parameter�Space



Our�Measurement�Setupp

Camera

Glass�Tank

Our�Measurement�Setup

F d Gl B lb

p

Frosted�Glass�Bulb

Anti�reflection�Glass

Dimensions�of�Tank:�25cm�x�30�cm�x�30�cm



Problem:�Multiple�Scattering
• Causes�significant�Blurring of

Incident LightIncident�Light

• Inverse�Estimation�is�Ill�conditioned

and�Not�Unique
[Ishimaru 75 97; McCormick et al 79�83][Ishimaru�75,97;�McCormick�et�al.,�79 83]

Photo�of�Milk�in�Setup

Problem:�Multiple�Scattering
• Causes�significant�Blurring�of

Incident LightIncident�Light

• Inverse�Estimation�is�Ill�conditioned�

and�Not�Unique
[Ishimaru 75 97; McCormick et al 79�83][Ishimaru�75,97;�McCormick�et�al.,�79 83]

• Key Idea: Avoid Multiple Scattering

Photo�of�Milk�in�Setup

Key�Idea:�Avoid�Multiple�Scattering

At�“low”�concentrations:

� Single�Scattering�dominant

� Multiple Scattering negligibleMultiple�Scattering�negligible
[Ishimaru�97;�Narasimhan�et�al�99�03] Increasing�Milk�Concentrations



So…dilute�media�“sufficiently”�with�
t t i lif li ht t twater�to�simplify�light�transport.

Single�Scattering�Ray�Geometry

Medium

Source

Physical Apparatus )(xEPhysical�Apparatus )(xE

• Range�of�Scattering�Angles:�[�0�deg,�175�deg�]

• Range of Path lengths: [ 125 mm 610mm ])(E • Range�of�Path�lengths:�[�125�mm,�610mm�]

• All�Path�length�and�Angle�Combinations

)(xE

Captured�Ortho�Photo



Single�Scattering�Model�and�Estimation
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Single�Scattering�Model�and�Estimation

S

XMedium

Source
Y 1d
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Z
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• Image�Formation�Model: Phase
function

Scattering
Coefficient

Extinction
Coefficient

)exp( 12
1
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d
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• Parameter�Estimation:��Nelder�Meade�Search�in�Matlab
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and
Robust!

How�Much�to�Dilute?

9�ml 18�ml 20�ml 23�ml15�ml 26�ml4�ml

Increasing�Milk�Concentration

MultipleSingle ln1 E
� Multiple

Scattering

Single

Scattering 02

ln
Ed

�

26�ml
Single

15�ml
Multiple

Scattering

g
Scattering

9�ml



Database�of�40�Common�Materials
• Alcoholic�Beverages�– 3��wines,�3�beers…

• Coffees�– black,�with�cream,�cappuccino,…

• Milks�– chocolate,�whole,�2%�fat,�vitamin�A�&�D,…

• Juices grape apple cranberry• Juices�– grape,�apple,�cranberry,…

• Soft�drinks – coke, pepsi, lemonade…Soft drinks� coke,�pepsi,�lemonade…

• Cleaning�supplies�– detergents,�shampoos,…

• Powders�and�Crystals�– sugar,�salt,�tang,…

• Pacific�Ocean�Water�– bay,�different�depths,…

Budweiser Coors Light Yuengling Beer Orange PowderGatorade Pink LemonadeClorox DetergentEra Detergent

Cappuccino Espresso Mint Mocha Coke Pepsi SpriteSuisse MochaLemon Tea Cappuccino Espresso Mint Mocha Coke Pepsi SpriteSuisse MochaLemon Tea

Apple Juice Sugar PowderRuby Gfruit Juice Grape Juice White ZinfandelCranberry Juice ChardonnayMerlot

Reg Choc MilkLow Fat Choc Milk Low Fat Milk Reduced Milk Regular Milk Low Fat Soy Milk Reg Soy Milk White Gfruit JuiceReg Choc MilkLow Fat Choc Milk Low Fat Milk Reduced Milk Regular Milk Low Fat Soy Milk Reg Soy Milk White Gfruit Juice

Mission Bay

(10ft, 8 hrs)

Mission Bay 

(10ft, 30 mins)

Mission Bay 

(Surface, 1 hr)

Salt 

Powder

Balancing 

Shampoo 

Strawberry

Shampoo 

Heads & 

Shoulders

Pacific Ocean 

(Surface, 1 hr)



Sample Photographs: Highly Scattering Mediap g p g y g

Pink�Lemonade�
Powder

Ruby�Grapefruit�
Juice

Salt�PowderRegular�
Chocolate Milk

Low�Fat�Choc�
MilkPowder JuiceChocolate�Milk Milk

Orange�
Powder

Regular�
Milk

Cappuccino�
Powder

Low�Fat�
Milk

Espresso�
Coffee

Sample Photographs: Highly Absorbing Mediap g p g y g

Merlot�
Wine

Yuengling�
Beer

Grape�JuiceCoke Pacific�Ocean�
WaterWine

Era�
Detergent

Lemon�Tea�
Powder

Strawberry�
Shampoo

Brown�
Sugar�

Chardonnay�
Wine g p g



Sample�Parameters:�Highly�Scattering�Media

Medium Volume
Extinction�

Coefficient�(�)
Scattering�

Coefficient�(�)
Average�
Cosine�Medium Volume (x�10�2 mm�1) (x�10�2 mm�1) (g)

R 0 9126 0 9124 0 932
Low�Fat�

Milk
16�ml

R 0.9126 0.9124 0.932
G 1.0748 1.0744 0.902
B 1 2500 1 2492 0 859Milk B 1.2500 1.2492 0.859
R 1.1874 1.1873 0.750

Regular�Milk 15�ml� G 1.3296 1.3293 0.714
B 1.4602 1.4589 0.681

Regular�
Chocolate�

Milk
16�ml

R 0.7359 0.7352 0.862
G 0.9172 0.9142 0.838

Milk B 1.0688 1.0588 0.806

Sample�Parameters:�Highly�Absorbing�Media

Medium Volume
Extinction�

Coefficient�(�)
Scattering�

Coefficient�(�)
Average�
Cosine�Medium Volume (x�10�2 mm�1) (x�10�2 mm�1) (g)

R 0 1535 0 0495 0 969
Yuengling�

Beer
2900�ml

R 0.1535 0.0495 0.969
G 0.3322 0.0521 0.969
B 0 7452 0 0597 0 975Beer B 0.7452 0.0597 0.975
R 0.7639 0.0053 0.974

Merlot�Wine 1500�ml� G 1.6429 0.0000 �
B 1.9196 0.0000 �

Era� 2300�ml
R 0.7987 0.0553 0.949
G 0.5746 0.0586 0.950

Detergent B 0.2849 0.0906 0.971
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Experimental�Validation:�Fits�to�Measurements
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Sample�Fits:�Highly�Scattering�Media
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Regular�Milk Low�Fat�Milk

Clorox�Detergent Regular�Chocolate�Milk

Renderings with theRenderings�with�the�

“Kitchen” Environment MapKitchen �Environment�Map

[Debevec et al][Debevec�et�al]



M l t Wi Ch d WiMerlot�Wine Chardonnay�Wine

C C lY li B Coca�ColaYuengling�Beer



MilkY li B MilkYuengling�Beer

Renderings�with�a�
Single�Directional�Light�Source



C lYuengling Beer Coca�colaYuengling�Beer

Ch d Wi Orange PowderChardonnay�Wine Orange�Powder



E D t tStrawberry Shampoo Era�DetergentStrawberry�Shampoo

Blending ParametersBlending�Parameters

+ =+

75%�Espresso Light�Coffee25%�Milk



Blending ParametersBlending�Parameters

+ =+ =

50%�Wine 50%�Milk ?

Transitions�between�Media

Wine��Water��Milk�� Espresso



Concentrations�at�which�Parameters�Measured

Real�Concentrations



Summary

Robust�Parameter�EstimationSimple�Apparatus

+ =

R d A C t ti Mi i M di

+ =

Render�Any�Concentration Mixing�Media

http://graphics.cs.cmu.eduhttp://graphics.cs.cmu.edu
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Monte Carlo photon tracing, rendering time = days
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L(x, �ω) = Lu(x, �ω)+Ld(x, �ω)

Ld(x, �ω)≈ Ft(x)+
3
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π�E(x) ·�ω
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1
3σ ′t

∇2Ft(x) = σaFt(x)−S0(x)+
1
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∇ ·�S1(x)
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4π
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1
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0
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Ω
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R(r) =
n

∑
i=−n

α ′zr,i(1+σtrdr,i)e−σtrdr,i

4πd3
r,i

−α ′zv,i(1+σtrdv,i)e−σtrdv,i

4πd3
v,i

T (r) =
n

∑
i=−n

α ′(d− zr,i)(1+σtrdr,i)e−σtrdr,i

4πd3
r,i

−

α ′(d− zv,i)(1+σtrdv,i)e−σtrdv,i

4πd3
v,i
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T12 = T1 ∗T2 +T1 ∗R2 ∗R1 ∗T +2+

T1 ∗R2 ∗R1 ∗R2 ∗R1 ∗T2 + . . .

T12 = T1T2 +T1R2R1T2 +T1R2R1R2R1T2 + . . .

=
T1T2

1−R2R1

��������� ��������� ����

R(r) =
n

∑
i=−n

α ′zr,i(1+σtrdr,i)e−σtrdr,i

4πd3
r,i

−α ′zv,i(1+σtrdv,i)e−σtrdv,i

4πd3
v,i

T (r) =
n

∑
i=−n

α ′(d− zr,i)(1+σtrdr,i)e−σtrdr,i

4πd3
r,i

−

α ′(d− zv,i)(1+σtrdv,i)e−σtrdv,i

4πd3
v,i

T12 = T1T2 +T1R2R1T2 +T1R2R1R2R1T2 + . . .

=
T1T2

1−R2R1

������� ��� 	��
��� 	�� �����



� � ����� �	
� ����

Epidermis Dermis Bloody Dermis

[���� �����	
	�� ��� ������ ����� �� ��	� ������]

���� �� ����� �	
� �����



���� �� ����	 
�� ������

���� �
���� ����	 ������



�������� 	��
�� �� ����� ����

������� ��� 	��
��� ��� �����

�������� 	��
�� �� ����� ����

• Few parameters

• Subsurface scattering

• Surface reflections

• Surface texture
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Epidermis absorption:

σ epi
a (λ ) = Cm(βmσ em

a (λ )+(1−βm)σ pm
a (λ ))+(1−Cm)σ baseline

a

������� ��	� βm ∈ [0,1] ��
 ������������ Cm ∈ [0,1]

Dermis absorption:

σ derm
a (λ ) = Ch(γσ oxy

a (λ )+(1− γ)σ deoxy
a (λ ))+(1−Ch)σ baseline

a

���������� ����������� γ = 0.7 ��
 ������������ Ch ∈ [0,1]
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Epidemis scattering:

σ epi
s (λ ) = 14.74 ·λ−0.22 +2.2 ·1011 ·λ−4

Dermis scattering:

σ derm
s (λ ) = 29.48 ·λ−0.22 +4.4 ·1011 ·λ−4
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Melanin type βm = 0.7, hemoglobin concentration Ch = 0.5%
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Melanin concentration Cm = 1% and type βm = 0.5
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S1(θ) =
∞

∑
n=1

2n+1
n(n+1)

(anπn(cosθ)+bnτn(cosθ)) ,

S2(θ) =
∞

∑
n=1

2n+1
n(n+1)

(bnπn(cosθ)+anτn(cosθ)) .
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Acquiring Scattering Properties of Participating Media by Dilution

Srinivasa G. Narasimhan1, Mohit Gupta1, Craig Donner2, Ravi Ramamoorthi3, Shree K. Nayar3, Henrik Wann Jensen2

1Carnegie Mellon University∗ 2University of California, San Diego 3Columbia University

(a) Acquired photographs (b) Rendering at low concentrations (c) Rendering at natural concentrations

Figure 1: (a) Photographs of our simple setup consisting of a glass tank and a bulb, filled with diluted participating media (from top, MERLOT, CHARDON-
NAY, YUENGLING beer and milk). The colors of the bulb and the glow around it illustrate the scattering and absorption properties in these media. At low
concentrations, single scattering of light is dominant while multiple scattering of light is negligible. From a single HDR photograph, we robustly estimate all
the scattering properties of the medium. Once these properties are estimated, a standard volumetric Monte Carlo technique can be used to create renderings at
any concentration and with multiple scattering, as shown in (b) and (c). While the colors are only slightly visible in the diluted setting in (b), notice the bright
colors of the liquids - deep red and golden-yellow wines, soft white milk, and orange-red beer - in their natural concentrations. Notice, also the differences in
the caustics and the strong interreflections of milk onto other liquids.

Abstract
The visual world around us displays a rich set of volumetric ef-
fects due to participating media. The appearance of these media
is governed by several physical properties such as particle densi-
ties, shapes and sizes, which must be input (directly or indirectly)
to a rendering algorithm to generate realistic images. While there
has been significant progress in developing rendering techniques
(for instance, volumetric Monte Carlo methods and analytic ap-
proximations), there are very few methods that measure or estimate
these properties for media that are of relevance to computer graph-
ics. In this paper, we present a simple device and technique for
robustly estimating the properties of a broad class of participating
media that can be either (a) diluted in water such as juices, bever-
ages, paints and cleaning supplies, or (b) dissolved in water such as
powders and sugar/salt crystals, or (c) suspended in water such as

∗e-mail:srinivas@cs.cmu.edu

impurities. The key idea is to dilute the concentrations of the me-
dia so that single scattering effects dominate and multiple scatter-
ing becomes negligible, leading to a simple and robust estimation
algorithm. Furthermore, unlike previous approaches that require
complicated or separate measurement setups for different types or
properties of media, our method and setup can be used to measure
media with a complete range of absorption and scattering proper-
ties from a single HDR photograph. Once the parameters of the
diluted medium are estimated, a volumetric Monte Carlo technique
may be used to create renderings of any medium concentration and
with multiple scattering. We have measured the scattering param-
eters of forty commonly found materials, that can be immediately
used by the computer graphics community. We can also create re-
alistic images of combinations or mixtures of the original measured
materials, thus giving the user a wide flexibility in making realistic
images of participating media.

1 Introduction
Very often in our daily lives, we see participating media such as
fluids (juices, beverages, milks) and underwater impurities (natu-
ral ocean, river and lake waters). The propagation of light through
these media results in a broad range of effects, including softer ap-
pearance of milk, coloring of wines and juices, the transformation
of appearances when liquids are mixed (coffee with milk, and cock-
tails), the brilliant caustics from glasses containing these liquids,
and low visibility in underwater situations. These effects inher-
ently depend on several physical properties of the media such as



scattering nature, sizes, shapes, and densities of particles [Hulst
1957; Chandrasekhar 1960]. Rendering these effects accurately is
critical to achieving photo-realism in computer graphics.

In the past few years, there has been a considerable effort to-
wards developing efficient and accurate rendering algorithms for
participating media, based on Monte Carlo simulation and analytic
approximations. All these algorithms and models contain parame-
ters (scattering coefficient, absorption coefficient, phase function)
that directly or indirectly represent the physical properties of the
medium. In order to faithfully render the effects of any participat-
ing medium, the right parameters must be input. Given the progress
in developing rendering algorithms, the quality of images is now
often limited by the quality of these input parameters. Since there
has so far been relatively little work in measuring or estimating
scattering properties of media relevant to computer graphics, the
parameters are currently often set in an ad-hoc manner.

This situation is similar in some ways to that of standard surface
rendering. In that case, global illumination algorithms have pro-
gressed to the point of creating almost photo-realistic images, leav-
ing the realism limited by the quality of the reflectance models, and
leading to much recent effort on measuring BRDFs. [Marschner
1998; Dana et al. 1997; Matusik et al. 2003]. However, exist-
ing methods for directly measuring physical properties for media
usually require very expensive equipment, such as the particle siz-
ing apparatus used in colloidal chemistry [Finsy and Joosten 1991;
Jaeger et al. 1991], resulting in little usable data for graphics.

Earlier efforts to estimate scattering properties from images of
media have often yielded ill-conditioned and non-unique results,
because of the difficulties of solving the inverse light transport
problem. The reasoning for the ill-conditioning of the inverse prob-
lem is mainly due to multiple scattering, which blurs the incident
light field and results in significant loss of information [McCormick
1981; McCormick 1985; Antyufeev 2000]. This is analogous to the
ill-conditioning of BRDF estimation under complex illumination
[Ramamoorthi and Hanrahan 2001]. In this paper, we take a com-
pletely different approach. The key idea is to estimate properties
of media by acquiring the data in a state where multiple scatter-
ing effects are negligible. Instead, the data is acquired when single
scattering (which does not degrade the incident light significantly)
is the dominant effect. This is achieved by diluting the material to
low concentrations.

We present a simple and inexpensive experimental setup, along
with a robust and accurate technique for measuring the scattering
properties of a broad class of participating media that can be either
(a) diluted in water such as juices, beverages, paints and clean-
ing supplies, or (b) suspended in natural waters such as impurities
and organisms, or even (c) dissolved in water such as powders and
sugar or salt crystals. These media collectively have a wide range
of scattering and absorption properties. We first derive a simple
image formation model for single scattering of light in our setup.
Through extensive simulations of both our model and ground truth
(with multiple scattering), we then determine the space of concen-
trations and scattering properties of media for which single scat-
tering is dominant. Within this regime of valid concentrations, we
conduct simulations to demonstrate that our estimation technique
uniquely solves the inverse single scattering light transport prob-
lem. Finally, we present a simple experimental procedure to deter-
mine the best concentration (dilution) for any material despite no
prior knowledge of its scattering properties.

We have used our approach to create a dataset of scattering pa-
rameters for forty commonly found materials, which can be di-
rectly used for computer graphics rendering. Once the scattering
parameters have been estimated, they can be used to render realis-
tic images of arbitrary concentrations of the material with multiple
scattering, using a standard physically based volumetric rendering
algorithm. Figure 1 shows two renderings of a scene with four

Medium Property Notation
Concentration or Volume Fraction C
Scattering Coefficient (mm−1) β
Absorption Coefficient (mm−1) κ
Extinction Coefficient (mm−1) σ = β +κ
Single Scattering Albedo ω = β/σ
Scattering Angle θ
Henyey-Greenstein (H-G) Parameter g

H-G Phase Function P(g,θ ) = 1
4π

1−g2

(1+g2−2gcosθ )3/2

Figure 2: The different scattering properties of a participating medium
and their notations used in this paper. Light transport equations are usu-
ally written in terms of three parameters σ , β and g. We estimate these
parameters for participating media based on single scattering.

liquids in their natural high density states and their diluted states.
The scattering parameters of each material were computed using a
single HDR photograph of our setup. Notice the bright saturated
colors obtained despite the murky appearance of the diluted states.
We can also create realistic images of mixtures of the original mea-
sured materials, thus giving the user a wide flexibility in creating
realistic images of participating media.

2 Related Work
Figure 2 shows the most common properties of participating me-
dia including the scattering and absorption coefficients, and the
phase function (angular scattering distribution represented by the
Henyey-Greenstein (H-G) model [Henyey and Greenstein 1941]).
The scattering and absorption coefficients are proportional to the
concentration or volume fraction of the particulate medium. We
will briefly review some of the representative works on the direct
measurement and indirect estimation of these parameters.

Estimation based on analytic approximations to light
transport. Surprisingly, little work has been done in computer
graphics on the measurement of scattering properties of media. A
recent work is that of [Jensen et al. 2001], on the diffusion model
for subsurface scattering. They present a measurement of a num-
ber of translucent materials. However, the diffusion approxima-
tion assumes multiple scattering for optically dense media, so that
only a limited amount of information on the scattering parameters
can be estimated. For instance, this approximation is independent
of the phase function of the medium, and therefore this impor-
tant property cannot be estimated. Furthermore, the diffusion is
a poor approximation when scattering is comparable to absorption
[Prahl 1988]. The analytic multiple scattering model presented in
[Narasimhan and Nayar 2003] has also been used to estimate prop-
erties of only purely scattering media (visibility and type of weather
such as fog and mist). Our focus is somewhat different in consider-
ing fluids like juices or beverages, instead of subsurface scattering
in translucent solids like marble and skin, or weather conditions
such as fog. Nevertheless, our approach is valid for media with the
entire range of absorbing and scattering properties, significantly ex-
tending the class of measurable media for graphics.

Most recently, Hawkins et. al., [2005] measure the extinction
coefficient of optically thin smoke from the exponential attenua-
tion of a laser beam in a tank. They also use a separate mirror
setup to directly measure the phase function (see below). In con-
trast, our setup uses divergent beams from a simple bulb to include
more light in the volume (than a single laser beam) for robust mea-
surements, and requires only a single photograph to measure all
scattering properties shown in Figure 2.

Numerical solution to inverse light transport: In cases
where there are no analytic solutions to light transport, several
works have taken a numerical approach to estimate scattering prop-
erties [McCormick 1996; Antyufeev 2000]. However, it is widely



known, that inverse problems in radiative transfer that take into ac-
count multiple scattering are ill-conditioned and require regulariz-
ing assumptions to obtain reliable estimates. See the reports and
critiques by McCormick et al [1981; 1985]. Furthermore, the com-
putational complexity of such inverse estimation techniques make
it hard for measuring large sets of media for computer graphics
or vision applications. Our focus here is on estimating scattering
properties of media that can be measured in a state where multiple
scattering is negligible.

The observation that single scattering is dominant for optically
thin media has been made by [Hawkins et al. 2005; Sun et al. 2005].
We exploit this observation and apply the single scattering model
for the first time to a large class of materials which exhibit signifi-
cant multiple scattering in their natural states of existence. We also
determine the exact range of optical thicknesses for which single
scattering is dominant for media with arbitrary scattering proper-
ties, and propose an experimental procedure to ensure the domi-
nance of single scattering in real data.

Goniophotometry is often used to directly measure the phase
function. Here, several detectors measure radiance in different
directions after being scattered by a very small volume of the
medium. [Fuchs and Jaffe 2002] use thin laser light sheet mi-
croscopy for detecting and localizing microorganisms in ocean wa-
ters. [Boss and Pegau 2001; Oishi 1990] investigate the relation-
ship of light scattering at a single angle and the extinction coef-
ficient using specialized receivers and transmitters. However, all
these techniques assume that there is no attenuation of light through
the sample and require expensive devices with precise alignment of
detectors and transmitters. In contrast, our setup is extremely sim-
ple (consisting of a glass tank and an off the shelf bulb), and our
technique robustly estimates all properties from only a single pho-
tograph, thus making it inexpensive and easy to measure a large
number of participating media.

3 Single Scattering in Dilute Media
Our approach is to measure media in a state where single scattering
is dominant and multiple scattering is negligible. This is achieved
by diluting the otherwise optically thick media, such as fluids, in
water. The process of dilution does not usually corrupt the inher-
ent scattering properties of media1 since the scattering and absorp-
tion of pure water itself is negligible for very small distances (less
than 50 cm) [Sullivan 1963]. We begin by presenting our acquisi-
tion setup and an image formation model for single scattered light
transport within the measurement volume. We will then present
extensive simulations of this model and compare with traditional
Monte-Carlo approaches that include multiple scattering, to derive
a valid space of scattering parameters over which single scattering
is dominant. Based on this simulation, we design a simple experi-
mental procedure to choose the best concentration for any particu-
lar medium. Later, we will describe our algorithm to estimate the
scattering parameters using our image formation model.

3.1 Acquisition Setup
The measurement apparatus, shown in Figure 3, consists of a
25 × 30 × 30 cm3 tank that is filled with the diluted scattering
medium. The depth of the tank is large enough to ensure the scat-
tering angles are adequately covered (0 to 175 degrees). The vol-
ume of the tank is designed to be large enough to dilute concen-
trated media such as milk. Two sides of the tank are constructed
using anti-reflection glass and the other sides using diffuse black
coated acrylic. A small frosted (diffuse) glass bulb fixed to a side

1When crystals are dissolved in water, they may exhibit different scat-
tering properties due to ionization.

Frosted Bulb

Anti-reflection glass

Figure 3: Two views of the apparatus used to measure scattering proper-
ties of water-soluble media. A glass tank with rectangular cross-section is
fitted with a small light bulb. The glass is anti-reflection coated. Different
volumes of participating media are diluted with water in the tank, to simu-
late different concentrations. A camera views the front face of the tank at
normal incidence to avoid refractions at the medium-glass-air boundaries.
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Figure 4: A volume filled with a homogeneous participating medium and
illuminated by an isotropic point light source. A camera views the front face
of the volume at normal incidence. The path of one single-scattered ray as it
travels from the source to the camera is shown. This ray is first attenuated
in intensity over a distance d, is then scattered at an angle π − θ , and
finally, is attenuated again over a distance z, before reaching the camera.
The irradiances due to all the rays that scatter into a viewing direction must
be integrated to obtain the final camera irradiance.

of the tank illuminates the medium. A Canon EOS-20D 12-bit
3504x2336 pixel digital camera with a zoom lens is placed five
meters away from the tank and observes a face of the tank at nor-
mal incidence. The field of view occupied by the tank in the im-
age is three degrees and is therefore approximately orthographic.
Orthographic projection avoids the need for modeling refractions
of light rays at the medium-glass-air interfaces. In all our experi-
ments, about 25 different exposures (1/500s to 10s) were used to
acquire HDR images.

3.2 Image Formation Model
Although the basic principles of single scattering are well known,
the exact nature of the image formation model depends on the ge-
ometry of the volume and the locations of the source and the cam-
era. Figure 4 illustrates the illumination and measurement geome-
try based on our acquisition setup. For simplicity, we will assume
that the medium is illuminated by an isotropic point light source
(later we extend the analysis to area sources) of intensity I0 that is
located at the coordinates (0,B,H).

Consider the path of one single-scattered light ray (thick ray in
Figure 4) in the medium as it travels from the source to the camera.
This ray is first exponentially attenuated in intensity for a distance
d. At location U (x,y,z), depending on the phase function P, a
fraction of the light intensity is scattered at an angle π−θ . Finally,
the ray is attenuated again for a distance z, before it reaches the
camera. Mathematically, the irradiance at the camera produced by



this ray is written as [Sun et al. 2005],

E(x,y,z) =
I0
d2 . e−σd . β P(g,π−θ ) . e−σz .

d =
√

x2 +(y−H)2 +(z−B)2 , cosθ=(z−B)/d .(1)

Here, P(g,π−θ ) is the Henyey-Greenstein (H-G) phase function,
and β and σ are the scattering and extinction coefficients (Figure
2). Then, the total irradiance E at pixel (x,y) in the camera is ob-
tained by integrating intensities due to all rays that are scattered at
various angles along the pixel’s line of sight (Z-direction),

E(x,y) =
2B∫
0

E(x,y,z)dz

= β
2B∫
0

I0 e−σ(z+
√

x2+(y−H)2+(z−B)2)

x2 +(y−H)2 +(z−B)2
P(g,π−θ ) dz . (2)

The above equation relates the camera irradiances as a function of
the three medium parameters, σ , β and g. Although obtaining an
analytic (closed-form) solution to the above integral is hard [Sun
et al. 2005], it is straightforward to evaluate it numerically.

3.3 Space of valid medium parameters
Different materials have their own natural densities and scattering
properties, which are all unknown before experimentation. So, how
do we know if single scattering is dominant at a particular concen-
tration for a given material? Note that the scattering β , absorption
κ and extinction σ , coefficients are proportional to the concentra-
tion (fraction of volume diluted in water) of the medium. Thus,
we performed exhaustive simulations to derive the complete space
of parameters for which the above image formation model is ac-
curate2. For ground truth, we simulated the irradiances obtained
using multiple scattering for the same set of parameter values, us-
ing a standard volumetric Monte Carlo technique. Figure 5 shows
a plot of the differences between energies captured by the single
scattering and multiple scattering simulations for a set of parame-
ter values. From the RMS errors in the plot, we can define the up-
per bounds on the parameters κ and σ = β +κ as those for which
the energy differences between our model and the ground truth are
less than five percent. For example, the valid domain where single
scattering is dominant, is approximately σ < 0.04 for κ < 0.004 .

3.4 How to choose the best concentration?
Based on the simulations, we present an experimental method to
determine the best concentration for our measurements. Figure
6 shows images acquired of different concentrations of milk and
MERLOT. Which among these images should we use to measure
the scattering properties? Several heuristics may be used to decide
on a particular concentration. For instance, the extent of blurring of
the light source provides us a good clue to determine whether multi-
ple scattering is significant (rightmost image in Figure 6). A better
heuristic is to compute an approximation to the extinction coeffi-
cient σ from the attenuated brightness of the light source. Under
single scattering, the radiance in the direction of the source (dis-
tance d) can be approximated using exponential attenuation as:

E(0)≈
(

I0
d2

)
e−σ̂ d , (3)

2This extends the simulations in [Sun et al. 2005], where a small part of
the possible parameter space (pure isotropic scattering) was considered.
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Figure 5: Plot showing the differences between irradiances obtained by
simulating single scattering and multiple scattering (ground truth) models,
for a large space of parameter values σ and κ = σ−β . An upper bound on
the differences of, say, 5%, can be used to define the range of parameters for
which single scattering is a valid approximation. From the plot, the valid
range is approximately σ < 0.04 for κ < 0.004 .

where σ̂ is an estimate of the extinction coefficient σ . In the ab-
sence of multiple scattering, this estimate is closer to the true value
of σ (and varies linearly with concentration), whereas, in the pres-
ence of multiple scattering, this estimate is called diffuse or reduced
attenuation coefficient [Ishimaru 1978] and is usually much lesser
than σ . Thus, we can determine whether the concentration can be
used for measurement by observing the plot (Figure 7 of σ̂ versus
the volume fraction of the medium diluted with water). Figure 7
shows that after a certain amount of milk is added to water, the
σ̂ no longer remains linear with concentration (dashed line), and
must not be used for measurements. For a purely absorbing liquid
like wine (MERLOT), the plot is completely linear and any image
that has the best signal-to-noise ratio may be used. Similarly, the
plot shows that coke scatters, albeit weakly, and ESPRESSO coffee
scatters light strongly. We use this simple procedure to try several
concentrations and observe where the linearity in the plot fails to
determine the best concentration. As a further test, we check if the
estimated parameters from this concentration lie within the valid
space of parameters simulated above.

9ml 15ml 20ml

900ml 1500ml 16250ml

Figure 6: Images illustrating different degrees of scattering and absorp-
tion. [Top row] Images of milk at various concentrations. Since milk is a
highly scattering liquid, we observe an increase in blurring with increasing
concentration. [Bottom Row] Images of red wine at various concentrations.
Red wine is a highly absorbing liquid, showing only a saturation of the bulb
color with increasing concentration, and no blurring. The highlighted im-
ages are chosen for estimating the parameters.
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Figure 7: Plot of extinction coefficient estimate σ̂ as a function of the vol-
ume of the media diluted in water in the measurement apparatus. The plots
are linear when multiple scattering is negligible and single scattering is
dominant. As the concentrations of media (and hence multiple scattering)
increase, the estimated σ̂ is less than the true extinction coefficient σ . For
a highly scattering medium such as milk, the linearity fails at very low con-
centrations, while for an absorbing medium such as MERLOT, the linearity
is always preserved.

4 Estimating Medium Properties based
on Single Scattering

In this section, we present a non-linear minimization algorithm to
estimate the properties of the medium (σ , β and g), from the mea-
sured image irradiances E(x,y) (see Equation (2)). We then demon-
strate the accuracy of the algorithm through extensive simulations.

4.1 Formulating the Error Function
The error at each pixel is written as the difference between the mea-
sured irradiance E(x,y) and the irradiance predicted by the model
in equation 2,

F (x,y) = E(x,y)−RHS(x,y) . (4)

Here RHS(x,y) is the numerically evaluated right hand side integral
in the model of equation 2. Then, the parameters σ , β and g can be
estimated by computing the global minimum of the sum of squares
of the errors of all the pixels, as,

min
β ,σ ,g

∑
y
∑
x

F 2(x,y) . (5)

The above function essentially requires a 3-parameter search. How-
ever, note that the parameter β is a global scale factor. Thus, we
can eliminate β by defining a normalized error function as,

Fnorm(x,y) =
E(x,y)

max
x,y

E(x,y)
− RHS(x,y)

max
x,y

RHS(x,y)
. (6)

Now, instead of requiring a 3-parameter search, the above problem
can be reduced to a 2-parameter search that minimizes the normal-
ized objective function to estimate σ and g:

min
σ ,g ∑y ∑x

F 2
norm(x,y) . (7)

Then, the scale factor β can be recovered using the original func-
tion F . To compute the global minimum, we use Nelder-Meade
search implemented by the MatlabTM function ”fminsearch”.
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Figure 8: Plot showing the errors in reconstruction of the single scattering
parameters σ and q = |g|, where −1 < g < 1, compared to ground truth
values. The low errors indicate the accuracy of our estimation technique.
The maximum of the errors for positive or negative g is shown.

4.2 Estimation Accuracy using Simulations
Fortunately, since the space of the possible parameters is small (see
Section 3.3), exhaustive simulation of the above algorithm is pos-
sible. We only show the correctness of the estimated parameters
σ and g, using Equation (7). The estimation of the scale factor β
then follows trivially. Gaussian noise of unit standard deviation was
added in all our simulations. The non-linear search was initialized
randomly for both the parameters σ and g. The plot in Figure 8
shows the error in the estimated parameters as compared to ground
truth values. In all the cases, the estimation errors were less than
0.0001%, and the number of iterations required for convergence
was less than 100. Since the numerical evaluation of the integral is
very fast, the time for convergence is usually of the order of a few
minutes. This demonstrates that the inverse estimation is fast and
results in unique and correct parameters.

4.3 Implementation Issues
We present two issues that need careful implementation for our al-
gorithm to be successful on real images.
Calibrating the area source: Our method does not rely on
isotropic point sources but requires only a calibrated divergent
source to take advantage of the different phase angles measured
in the same view and hence, any off-the-shelf bulb suffices. For our
real setup, we have implemented a spherical diffuse area source. To
compute the irradiance at any point P within the tank, we sample
(using roughly 10x10 samples) the hemisphere of the bulb that is
visible to that point P. The non-uniform directional intensities and
intensity fall-off were calibrated carefully by using a light meter at
discrete 3D locations within the tank. The camera also measures
a pure water image (without any scattering or absorption) to give
the image irradiance of each source element (sample). This irradi-
ance along with the fall-off value and the pixel solid angle is used
to determine the intensity without scattering.
Instabilities in the H-G phase function for highly absorbing me-
dia: The H-G phase function was designed for scattering media
and is not defined for purely absorbing media. However, for highly
absorbing media, the scattering coefficient β is very low and the
average cosine g ≈ 1 since rays only pass straight through, much
like highly forward scattering media. Even though this was not
a problem in simulations, the instability for g > 0.95 can be high
in real experiments. For this special case, we simply use a trun-
cated legendre polynomial expansion of the H-G phase function as
P(g,θ ) = ∑i (2i+1)gi Li(θ ) , and truncate to less than 100 terms.
As an undesirable byproduct the fits may show some “ringing” at
the tail of the phase function. However, this truncated function
still fits higher brightness well and thus does not affect appearance
strongly. Despite this instability, the H-G phase function is flexible
enough to model the scattering behavior of all our materials.



Grape Juice ERA Detergent Strawberry Shampoo

Lemon Tea Powder Chocolate milk (regular) Pink Lemonade Powder
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Figure 9: Captured photographs of a variety of water-soluble media illus-
trating different degrees of scattering and absorption. For highly scattering
media such as milk, chocolate milk and espresso, we observe a significant
blur around the bulb. For highly absorbing media such as grape juice, there
is very little scattering. All the images have wide dynamic range of inten-
sities and hence, we have tone-mapped them for illustration. Please see
supplementary material for more images.

5 Actual Measurements and Validation
Using our approach, we have measured the scattering properties of
a broad class of forty commonly found participating media that can
be either (a) diluted in water such as juices (for example, apple,
strawberry, orange), beverages (for example, coffee, soft drinks,
milks, wines, beers), cleaning supplies (detergents), or (b) sus-
pended in natural waters such as impurities and organisms, or even
(c) dissolved in water such as powders and sugar, salt crystals. In
addition to liquids available at the usual supermarkets, we have
also collected four samples from different locations and depths in
the Pacific ocean. We then present detailed validation by showing
that our parameters extrapolate correctly to higher concentrations
as well, where multiple scattering is prominent.

A subset of nine photographs of the diluted set of liquids con-
tained in the glass tank is shown in Figure 9, similar to the four
in Figure 1. Together, these include representative types of media
such as highly scattering, highly absorbing and moderate levels of
absorption and scattering. The images show a high dynamic range
of brightness and are enhanced to show the scattering effects. The
set of scattering parameters for all the media is shown in Table 1.
The extinction (σ ) and scattering (β ) coefficients are given for each
of the three color channels, red, green and blue. The phase function
parameter g is also shown for the three color channels. Note that all
the extinction and scattering coefficients are less than 0.04 in accor-
dance with our simulations in Section 3.3. Also, as expected, in all
cases, the scattering coefficient does not increase with wavelength.

5.1 Fits to Measured Brightness Profiles
We demonstrate the accuracy of our technique by reconstructing
the photographs using the estimated parameters. Although we con-
sidered the brightness at all pixels in the captured photographs, for
illustration purposes we show only the profile of intensity values
in the direction that is radially outward from the source. Figure 10
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Figure 10: Fits obtained using the estimated parameters as compared
against the corresponding measured brightness profiles in the captured pho-
tographs. The brightness profile is measured radially outward from the
source in the image. The red, green and blue plots correspond to the three
color channels of the camera. The match between the estimated and mea-
sured data demonstrates the accuracy of the estimation technique. The fits
for six (out of 40) representative materials with varying degrees of absorp-
tion and scattering are shown. Please see the supplementary material for
more plots.

shows the good fits obtained using the estimated parameters com-
pared against the measured profiles for a subset of six materials of
varying degrees of scattering and absorption properties (please re-
view supplementary document for plots of other materials). When
there is no scattering (pure absorption), fitting a scattering model
can induce some “ringing” effect in the dark tail end of the profile.
We can detect this special case and use the attenuation model to
compute the absorption coefficient (κ = σ ).

5.2 Extrapolation to higher concentrations
The extinction and scattering coefficients are proportional to the
concentration of the medium. Thus, if β1 and σ1 are estimated at
concentration c1, then the coefficients β2 and σ2 at another concen-
tration c2 can be extrapolated using:

β2 = β1

(
c2

c1

)
, σ2 = σ1

(
c2

c1

)
. (8)

Note, however, that g is independent of the medium concentration.
While we estimate the parameters from lower concentrations, it is
important to ensure that the parameters can be scaled to any con-
centration (where multiple scattering cannot be ignored) to produce
accurate scattering effects. We show an example validation using
fits obtained in comparison to the measured brightness profiles of
chocolate milk at various concentrations. Figure 11 shows the fits



Material Name
Extinction Coefficient (σ ) Scattering Coefficient (β ) Average Cosine % RMS

Volume (×10−2 mm−1) (×10−2 mm−1) (g) Error
R G B R G B R G B

Milk (lowfat) 16ml 0.9126 1.0748 1.2500 0.9124 1.0744 1.2492 0.932 0.902 0.859 0.95
Milk (reduced) 18ml 1.0750 1.2213 1.3941 1.0748 1.2209 1.3931 0.819 0.797 0.746 1.27
Milk (regular) 15ml 1.1874 1.3296 1.4602 1.1873 1.3293 1.4589 0.750 0.714 0.681 1.56
Coffee (espresso) 8ml 0.4376 0.5115 0.6048 0.2707 0.2828 0.2970 0.907 0.896 0.880 1.90
Coffee (mint mocha) 6ml 0.1900 0.2600 0.3500 0.0916 0.1081 0.1460 0.910 0.907 0.914 2.00
Soy Milk (lowfat) 16ml 0.1419 0.1625 0.2740 0.1418 0.1620 0.2715 0.850 0.853 0.842 1.75
Soymilk (regular) 12ml 0.2434 0.2719 0.4597 0.2433 0.2714 0.4563 0.873 0.858 0.832 1.68
Chocolate Milk (lowfat) 10ml 0.4282 0.5014 0.5791 0.4277 0.4998 0.5723 0.934 0.927 0.916 1.04
Chocolate Milk (regular) 16ml 0.7359 0.9172 1.0688 0.7352 0.9142 1.0588 0.862 0.838 0.806 2.19
Soda (coke) 1600ml 0.7143 1.1688 1.7169 0.0177 0.0208 0.0000 0.965 0.972 − 4.86
Soda (pepsi) 1600ml 0.6433 0.9990 1.4420 0.0058 0.0141 0.0000 0.926 0.979 − 2.92
Soda (sprite) 15000ml 0.1299 0.1283 0.1395 0.0069 0.0089 0.0089 0.943 0.953 0.952 3.22
Sports Gatorade 1500ml 0.4009 0.4185 0.4324 0.2392 0.2927 0.3745 0.933 0.933 0.935 3.42
Wine (chardonnay) 3300ml 0.1577 0.1748 0.3512 0.0030 0.0047 0.0069 0.914 0.958 0.975 5.10
Wine (white zinfandel) 3300ml 0.1763 0.2370 0.2913 0.0031 0.0048 0.0066 0.919 0.943 0.972 5.49
Wine (merlot) 1500ml 0.7639 1.6429 1.9196 0.0053 0.0000 0.0000 0.974 − − 4.56
Beer (budweiser) 2900ml 0.1486 0.3210 0.7360 0.0037 0.0069 0.0074 0.917 0.956 0.982 5.61
Beer (coorslight) 1000ml 0.0295 0.0663 0.1521 0.0027 0.0055 0.0000 0.918 0.966 − 4.89
Beer (yuengling) 2900ml 0.1535 0.3322 0.7452 0.0495 0.0521 0.0597 0.969 0.969 0.975 4.48
Detergent (Clorox) 1200ml 0.1600 0.2500 0.3300 0.1425 0.1723 0.1928 0.912 0.905 0.892 1.99
Detergent (Era) 2300ml 0.7987 0.5746 0.2849 0.0553 0.0586 0.0906 0.949 0.950 0.971 4.17
Apple Juice 1800ml 0.1215 0.2101 0.4407 0.0201 0.0243 0.0323 0.947 0.949 0.945 4.92
Cranberry Juice 1500ml 0.2700 0.6300 0.8300 0.0128 0.0155 0.0196 0.947 0.951 0.974 4.60
Grape Juice 1200ml 0.5500 1.2500 1.5300 0.0072 0.0000 0.0000 0.961 − − 5.19
Ruby Grapefruit Juice 240ml 0.2513 0.3517 0.4305 0.1617 0.1606 0.1669 0.929 0.929 0.931 2.68
White Grapefruit Juice 160ml 0.3609 0.3800 0.5632 0.3513 0.3669 0.5237 0.548 0.545 0.565 2.84
Shampoo (balancing) 300ml 0.0288 0.0710 0.0952 0.0104 0.0114 0.0147 0.910 0.905 0.920 4.86
Shampoo (strawberry) 300ml 0.0217 0.0788 0.1022 0.0028 0.0032 0.0033 0.927 0.935 0.994 2.47
Head & Shoulders 240ml 0.3674 0.4527 0.5211 0.2791 0.2890 0.3086 0.911 0.896 0.884 1.91
Lemon Tea Powder 5tsp 0.3400 0.5800 0.8800 0.0798 0.0898 0.1073 0.946 0.946 0.949 2.83
Orange Powder 4tbsp 0.3377 0.5573 1.0122 0.1928 0.2132 0.2259 0.919 0.918 0.922 2.25
Pink Lemonade Powder 5tbsp 0.2400 0.3700 0.4500 0.1235 0.1334 0.1305 0.902 0.902 0.904 1.02
Cappuccino Powder 0.25tsp 0.2574 0.3536 0.4840 0.0654 0.0882 0.1568 0.849 0.843 0.926 0.67
Salt Powder 1.75cup 0.7600 0.8685 0.9363 0.2485 0.2822 0.3216 0.802 0.793 0.821 1.34
Sugar Powder 5cup 0.0795 0.1759 0.2780 0.0145 0.0162 0.0202 0.921 0.919 0.931 1.80
Suisse Mocha Powder 0.5tsp 0.5098 0.6476 0.7944 0.3223 0.3583 0.4148 0.907 0.894 0.888 1.33
Mission Bay Surface Water (1-2 hours) 3.3623 3.2929 3.2193 0.2415 0.2762 0.3256 0.842 0.865 0.912 2.48
Pacific Ocean Surface Water (1 hour) 3.3645 3.3158 3.2428 0.1800 0.1834 0.2281 0.902 0.825 0.914 2.57
Mission Bay 10ft deep Water (30 min) 3.4063 3.3410 3.2810 0.0990 0.1274 0.1875 0.726 0.820 0.921 5.10
Mission Bay 10ft deep Water (8 hours) 3.3997 3.3457 3.2928 0.1018 0.1033 0.1611 0.929 0.910 0.945 5.13

Table 1: Scattering properties for 40 different water-soluble materials estimated using our technique. The second column lists the volumes V of the materials
dissolved in 23−V litres of water to achieve the desired levels of dilution where single scattering is dominant. These parameters can be proportionately scaled
to any other volume Vn, using a scale factor of Vn/V . The percentage RMS errors (obtained over all pixels) quantify the accuracy of fits achieved with the
estimated parameters to the measured intensity profiles. Errors for all the highly scattering media are less than 3%. For low-scattering materials, the total
intensity of profiles is relatively low, thus making the estimation more sensitive to noise. Even for such low-scattering media, the errors are less than 5− 6%.
The last four rows are the parameters for various ocean water samples at their original concentrations. The time elapsed between the collection of samples
and the image acquisition is listed in the parentheses. Since the suspended particles in ocean water settle down with time, we observe a small decrease in
scattering coefficients in the sample for which 8 hours had been elapsed as compared to the one which was imaged just 30 minutes after collection. Note that
all the extinction and scattering coefficients are less than 0.04 in accordance with our simulations in Section 3.3. As expected, the scattering coefficients do
not decrease with wavelength. The scattering albedos (ratio of scattering coefficients to the extinction coefficients) is much higher for the scattering media
(milk, coffee, orange powder) as compared to the absorbing ones (coke, wine). For materials that have β = 0, the phase function parameter g is undefined. As
seen from the values of g which are closer to 1, several media are predominantly forward scattering. The parameters for the milks match those in [Jensen et al.
2001] up to a scale factor (due to the different fat contents in the milks used), providing further support for our estimation.

in this validation experiment. First, we estimate the parameters
from the photograph of only 8ml of chocolate milk diluted in wa-
ter, where single scattering is dominant. In (a), we show the fit
obtained compared against the measured intensity profile. How-
ever, for higher concentrations of 50ml, 100ml and 150ml, multiple
scattering cannot be ignored. For these cases, we scaled the coeffi-
cients (σ and β ) by factors of {50/8,100/8,150/8} (see Equation

8) and use them in a standard volumetric Monte Carlo renderer that
includes multiple scattering. The plots in (b) - (d) demonstrate the
strong fits obtained. This demonstrates that our parameters are ro-
bust enough to be extrapolated to higher concentrations. In fact,
we will show renderings of most of the liquids at their natural con-
centrations (Section 6) despite measuring the parameters at signifi-
cantly dilute states.
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Figure 11: Extrapolation of parameters to higher concentrations with mul-
tiple scattering. (a) 8 ml of chocolate milk is diluted in water and the
parameters are estimated using the measured brightness profile. (b) - (d)
The parameters estimated in (a) are scaled to higher concentrations (50ml,
100ml and 150ml) where multiple scattering cannot be ignored. Plots show
a good fit between the brightness profile obtained by extrapolating our esti-
mated parameters with a Monte Carlo renderer, and the ground truth mea-
surements. The fits are shown in logarithmic scale.

MERLOT Wine CHARDONNAY Wine

ESPRESSO Coffee YUENGLING Beer

Figure 12: Rendered scenes of liquids in a cognac glass under complex
lighting. The KITCHEN environment map [Debevec 1998] was used for
the lighting. The natural colors, shading and caustics indicate the high
accuracy of our parameters.

Pink Lemonade Powder ERA Detergent

Strawberry Shampoo Orange Powder

Figure 13: Rendered scenes of liquids and powders in a cognac glass
illuminated with a single directional white light source. The bright caustics
show the colors transmitted through the media.

6 Example Volumetric Renderings
The scattering properties estimated in this work can be input to any
volumetric rendering algorithm to create visual effects of partici-
pating media. Here, we chose brute-force volumetric Monte-Carlo
path tracing since it can be used to render arbitrary materials3. We
use photon mapping for rendering caustics. For display purposes,
we have applied a tone-mapping operator [Ward-Larson et al. 1997]
to the renderings. Indices of refraction (IOR) of these media are
also important for rendering. In initial experiments, we found the
IOR to be between 1.33 (water) and 1.42 (milk) and varying lin-
early with concentrations, by using location of total internal reflec-
tion from the top of the water surface in the tank. In current ren-
derings, we have simply used an IOR proportionate to the medium
concentrations between 1.33 and 1.42, since this does not alter the
visual appearance of the liquid drastically. We wish to perform
thorough experiments in the future.

Figure 12 shows a mosaic of images of liquids rendered in their
natural concentrations, partially filled in a cognac glass and il-
luminated by the “Kitchen Environment Map” [Debevec 1998].
These include two different types of wine (deep red MERLOT and
golden-yellow CHARDONNAY), dark brown coffee ESPRESSO,
and the golden-orange YUENGLING beer. Notice the color dif-
ferences between MERLOT (no scattering) and ESPRESSO (mod-
erate scattering) even though both of them are dark liquids. Ob-
serve that while beer and CHARDONNAY are very clear liquids,
coffee is noticeably more opaque. Similarly, Figure 13 shows a
mosaic of predominantly bright colored liquids such as the deep

3Under-sampling of path-traces can cause speckle noise seen in the ren-
derings, and is not an artifact of our estimation.
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Figure 14: Effect of changing concentrations of a highly absorbing (MERLOT) and a highly scattering (milk) liquid. In the case of wine, notice that while
the color gradually becomes deep red, the liquid remains clear, due to the lack of scattering. In the case of milk, however, we see a quick transition from a
murky appearance to a soft white appearance, due to the high scattering albedo of milk.

blue ERA detergent, the reddish strawberry shampoo, and powders
dissolved in water such as the ”pinkish” strawberry lemonade and
orange powders. These images are illuminated only by a strong
directional source to illustrate the bright caustics whose colorings
are primarily due to absorption. We also present different types of
novel visual effects obtained by changing or blending the param-
eters of different media to create realistic images of dilutions and
mixtures of the original measured materials.

Effect of changing concentrations: Figure 14 illustrates the ef-
fects of changing concentrations of media in water. The top row
shows a transition from pure water to MERLOT, obtained by scal-
ing parameters of wine as in Equation 8. Notice the changes in
caustics and the gradual deepening of the red color of the liquid.
Note that as the transition occurs, the liquid remains clear even
though the color changes; this is due to the pure absorbing nature
of wine, as depicted by our parameters. The bottom row shows
the effect of changing milk concentration in water. Since milk is
a highly scattering medium, as expected, the appearance quickly
changes from murky whitish water to soft and thick white milk.
This is because the scattering albedo β/σ is high and the phase
function parameter g is such that a significant amount of light dif-
fuses into different directions.

Blending parameters for mixtures of media: For example,
what are the properties of a mixture of ESPRESSO and milk, or
otherwise known as light coffee? Consider a medium containing a
mixture of two types of media, A and B. The properties of the indi-
vidual media are denoted with the subscripts A and B. The scatter-
ing coefficient of the mixture is obtained by a weighted average,

βmix =
VAβA +VBβB

VA +VB
. (9)

The absorption and extinction coefficients are similarly defined.

Unlike above where we just changed the scattering and absorption
coefficients, here a new phase function parameter must be defined
for the mixture as the weighted average [Key 2005],

gmix =
gAβA +gBβB

βmix
. (10)

These equations can be used to render mixtures of participating me-
dia or morph from one medium into another. Figure 15 shows mix-
ing of different proportions of milk and wine. The second example
shows a more common mixing of milk and coffee. Such mixing
between materials, for the first time, gives a user the flexibility to
create novel renderings of participating media.

7 Conclusion
Rendering the rich visual effects of participating media, like fluids
or underwater impurities, requires precise measurements of their
scattering properties. In this paper, we have developed a simple de-
vice and method for accurately estimating the scattering properties
of a variety of media that can be diluted in water. Our approach
only requires a single high dynamic range photograph. By dilut-
ing the medium, we work in the single scattering regime, where the
inverse light transport problem is well conditioned—however, we
can later render at arbitrary concentrations and even mix materials.
We have presented a database of scattering parameters for 40 com-
monly found materials. This database is the first of its kind, and
enables computer graphics practitioners to accurately render a wide
variety of participating media, rather than having to set parameters
in an ad-hoc fashion. In the future, we would like to improve this
work by investigating different phase functions and measuring in-
dices of refraction more accurately.



50% Milk + 50% Coffee 75% Milk + 25% Coffee

50% Wine + 50% Milk 75% Wine + 25% Milk

Figure 15: Mixing two liquids - milk and coffee (top) and milk and wine
(bottom), in different proportions. The wine-milk combination produces a
soft pink appearance while the ESPRESSO-milk combination produces soft
but brown appearance. (Minor noise due to Monte-Carlo under-sampling.)
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Abstract

This paper describes a novel extension of the photon mapping algorithm, capable of handling both volume multiple
inelastic scattering and curved light paths simultaneously. The extension is based on the Full Radiative Transfer
Equation (FRTE) and Fermat’s law, and yields physically accurate, high-dynamic data than can be used for image
generation or for other simulation purposes, such as driving simulators, underwater vision or lighting studies
in architecture. Photons are traced into the participating medium with a varying index of refraction, and their
curved trajectories followed (curved paths are the cause of certain atmospheric effects such as mirages or rippling
desert images). Every time a photon is absorbed, a Russian roulette algorithm based on the quantum efficiency
of the medium determines whether the inelastic scattering event takes place (causing volume fluorescence). The
simulation of both underwater and atmospheric effects is shown, providing a global illumination solution without
the restrictions of previous approaches.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Simulation of nature has always been one of the loftiest goals
of computer graphics, providing a rich range of visual phe-
nomena. Most of the times, the effect to be reproduced can
be faked using a top-down approach, where the final desired
result guides the implementation. This usually turns out rel-
atively fast, ad-hoc methods that yield more than acceptable
results. However, a physically correct simulation is neces-
sary in certain fields where accuracy is a must. Underwater
vision, driving simulators, the military, architectural light-
ing design etc. are fields where it is not enough to render an
image which resembles reality. Predictive algorithms must
be developed instead, where the image is the final visualiza-
tion of the physically correct data generated. A bottom-up
approach is then necessary: first, the basic laws of physics
that govern the phenomenon need to be described and fed to
the rendering system; the phenomenon itself will just be the
logical, inevitable output. This approach sacrifices rendering
speed in exchange for reliable, physically accurate numerical
data that can be used for purposes beyond image generation.

† e-mail: diegog@unizar.es

Two of the greatest sources of visually appealing phenom-
ena in nature are participating media and a varying index of
refraction. Participating media are the cause of such well-
known effects such as fog, clouds or blurry underwater vi-
sion, whereas a varying index of refraction yields mirages,
rippling images, twinkling stars or some spectacular sunsets.
Sources of inelastic scattering in ocean waters can greatly af-
fect visibility and alter its color, whereas distortions caused
by temperature differences can further alter the perception
of things in such environment. Simulating underwater res-
cue missions, laying submarine data cables or even the cor-
rect interpretation of ancient World Heritage sites can benefit
from an accurate description of light that includes an ampler
range of phenomena.

We present in this paper a physically-based spectral simu-
lation of light, solving the Full Radiative Transfer Equation
(FRTE) and applying Fermat’s law, which includes multi-
ple inelastic scattering as well as an accurate description of
the non-linear paths followed by the light rays in media with
a varying index of refraction. It is based on an extension of
the volume photon map algorithm presented by Wann Jensen
and Christensen [JC98]. The main contributions are a full
global illumination solution which supports non-linear light

c© The Eurographics Association 2005.
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paths and is free of the restrictions of previous works, and
the physically-correct simulation of volume fluorescence in
participating media, caused by inelastic scattering, including
efficient computation of caustics. Atmospheric effects and
underwater imagery are simulated as case studies to demon-
strate the algorithm. To our knowledge, there is no previ-
ous research in computer graphics literature that models to-
gether physically-based inelastic scattering in participating,
inhomogeneous media where the index of refraction varies
continuously. Related previous works therefore span two dif-
ferent categories: inelastic scattering in participating media
and non-linear light propagation.

Rendering participating media is not a new field in com-
puter graphics, and an exhaustive review can be found
in [PPS97]. There are two types of scattering events in a
participating medium: elastic scattering, where no transfer
of energy occurs between wavelengths, and inelastic scatter-
ing, where such energy transfers do occur, from shorter to
longer wavelengths. Spectral global illumination algorithms
that handle participating media only take into account elas-
tic scattering, with the strategy consisting on decoupling the
solutions for each sampled wavelength, then adding them to
obtain the final image. No interaction between wavelengths
is computed. To the authors’ knowledge, the only previous
work that simulates volume inelastic scattering in participat-
ing media is owed to Cerezo and Seron [CS03], using a dis-
crete ordinate method. Unfortunately their method requires
both rectangular meshing of the geometry, as well as an an-
gular and spatial discretization which imposes high memory
requirements, thus limiting the complexity of the scenes that
can be reproduced (the problem is aggravated when simu-
lating highly anisotropic scattering). They also cannot pro-
vide a full solution, failing to render caustics. Surface inelas-
tic scattering works include [Gla95b] or [WTP01], but their
methods are not extensible to participating media.

With respect to non-linear ray tracing, the first method
to deal with non-straight light paths is owed to Berger et
al. [BTL90], refracting the ray according to Snell’s law in
each of a series of flat homogeneous layers, thus achieving a
piece-wise linear approximation of a curved path. This was
challenged by Musgrave [Mus90], who develops a purely
reflective model where rays follow a parabolic path, fol-
lowing the Kuhlar/Fabri physical model [FFLV82]. A more
general approach to non-linear ray tracing is proposed by
Gröller [Grö95], although the work does not study the influ-
ence of the index of refraction in the curvature of the rays, vi-
sualizing mathematical and physical systems instead. In the
paper by Stam and Languenou [SL96], the authors use geo-
metrical optics to describe how light bends if the index of re-
fraction of the medium varies continuously. They neverthe-
less fail to provide a physically-based analytical expression
for the index of refraction as a function of temperature and
wavelength, and solve the equations only for two specific
cases, thus losing generality. Seron et al. [SGGC05] imple-
ment a method of curved ray tracing capable of simulating

the inferior mirage and some sunset effects, although they do
not attempt to calculate any lighting, deforming pre-lit tex-
tures instead. In [HW01] gravitational light bending is visu-
alized according to the theory of general relativity, whereas
other relativity- and physics-related papers include the bend-
ing caused by neutron stars or black holes [Nem93], so they
cannot (nor pretend to) simulate the phenomena described in
this paper. Yngve et al. [YOH00] describe a simple method
to simulate the bending of light by interpolating a density
field, but they need to exaggerate the variation of the index
of refraction tenfold for the effect to be visible.

The paper is organized as follows: section 2 provides the
physically-based background, with an overview of inelastic
scattering, the FRTE and the Fermat’s law. In section 3 we
describe our extension of the volume photon map algorithm
to include inelastic scattering and curved light paths, with
sections 4 and 5 providing case studies of underwater im-
agery and atmospheric effects respectively. The discussion
of the results and some additional images are presented in
section 6, to finish the paper in section 7 with the conclu-
sions and future work.

2. Physically-based Framework

We now present the physical framework of our work, by
first introducing what inelastic scattering is, then deriving
the FRTE that needs to be solved to account for it. In or-
der to be able to compute non-linear light paths, we will use
Fermat’s law to obtain the correct trajectories.

2.1. Inelastic scattering

Inelastic scattering implies an energy transfer from wave-
length λ′ to λ, with λ′ < λ within the visible spectrum, and
gives rise to fluorescence and phosphorescence phenomena.
Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′ (called excitation wavelength), and re-emits
it at a longer wavelength λ according to a fluorescence ef-
ficiency function Pf (λ). The time lapse between the two
events is 10−11 to 10−8 seconds, so for computer graphics
it can be taken as an instantaneous process. For pure sub-
stances, re-emission is isotropic and the wavelength of the
re-emitted photons is independent of the different excitation
wavelengths, although the intensity of the re-emission does
depend on them. Phosphorescence is a similar process, gov-
erned by the phosphorescence efficiency function, with the
main difference being that the re-emitted energy declines
with time according to a function d(t).

2.2. Full Radiative Transfer Equation

Usually, participating media algorithms solve the integro-
differential Radiative Transfer Equation (RTE), which takes
into account emission, absorption and elastic scattering, but
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does not yield a solution for inelastic scattering events. Fol-
lowing the notation in [JC98], and reformulating to include
wavelength dependencies, the RTE can be written as:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+σλ(x)Li,λ(x,−→w )−

αλ(x)Lλ(x,−→w )−σλ(x)Lλ(x,−→w ) (1)

where ∂L(x,−→w )
∂x

represents the variation of radiance L at a
point x in the direction −→w , α and σ are the absorption and
scattering coefficients, Le is the emitted radiance and Li is
the in-scattered radiance. Defining the extinction coefficient
as κλ(x) = αλ(x)+σλ(x) and integrating Li,λ over the sphere
Ω we get:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w ) (2)

which is the integro-differential, wavelength-dependent RTE
governing the transport of light in participating media, with
pλ(x,−→w ′,−→w ) being the phase function that defines the re-
emission direction. However, this equation does not account
for energy transfers between wavelengths, the phenomenon
known as inelastic scattering. To be able to compute these
inelastic scattering events, we need to develop the RTE equa-
tion further, by adding a term that accounts for such energy
transfers. This term can be expressed as a double integral
over the domains of the solid angle and wavelength:

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi

(3)

where αλi
is the absorption coefficient for wavelength λi (re-

member there is no inelastic scattering without previous ab-
sorption), f (x,λi → λ) is the function that governs the effi-
ciency of the energy transfer between wavelengths, defined
as the probability of a photon of λi being re-emitted at λ.
For fluorescence and phosphorescence, this phase function
is isotropic [Mob94]. Adding this term to the RTE (equation
2) we obtain the FRTE:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w )+

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi(4)

which is the equation that must be solved to take into account
multiple inelastic scattering in participating media, thus be-
ing able to render volume fluorescence effects.

2.3. Varying index of refraction in inhomogeneous
media

A varying index of refraction nλ defines an inhomogeneous
medium where light travels in curved paths. These curved
paths result in a distorted image, with the mirages being
probably the best known manifestation of the effect. To be
able to simulate this type of inhomogeneous medium, we
therefore need to obtain the curved trajectory of light as it
traverses it. The direction −→w in equation 4 therefore needs
to be recomputed at each differential step, accounting for
the changes in nλ. We obtain this corrected direction at each
step by solving Fermat’s law, which defines how light tra-
verses one given medium.

The following derivation of Fermat’s law uses the work
of Gutierrez et al. [GSMA04] and is not meant to be exhaus-
tive. As stated in [Gla95a], a ray of light, when travelling
from one point to another, follows a path that corresponds to
a stationary value of the optical path length (OPL). The OPL
is defined as the index of refraction times the travelled path
(or the distance the light would have travelled in a vacuum
during the flight time through the material), and in its dif-
ferential form it can be formulated as d(OPL) = ndl, where
l is the path travelled by the light ray. The equation shows
how light gets bent towards the areas with a greater index of
refraction, as Snell’s law also predicts for the boundary of
two homogeneous media. A stationary value corresponds to
a maximum or a minimum in the function, thus the derivative
equals zero. We can therefore write:

δ(OPL) = δ
Z B

A
ndl =

Z B

A
δndl +

Z B

A
nδ(dl) =

Z B

A

δn
δxi

δxidl +
Z B

A
nδ(dl) = 0 (5)

where xi are the vector components of l. Considering dxi as
variables and taking increments we get δ(dl) = dxi

dl δ(dxi).
Since light trajectories start and end at the stationary points
A and B, we get δxi(A) = 0 and δxi(B) = 0. Equation 5 then
results:

δL =
Z B

A

[

∂n
∂xi

−

d
dl

(

n
dxi

dl

)]

δxidl = 0 (6)

Since this equation must hold for any value of δxi, the
integrand must equal zero, so we finally come up with the
equation that must be solved to obtain the path followed by
light while traversing any medium, as a function of the index
of refraction at each point:

d
dl

(

n
d−→r
dl

)

−∇n = 0⇔
d
dl

(

n
dx j

dl

)

−

∂n
∂x j

= 0( j = 1,2,3)

(7)
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Figure 1: Error and rendering time (secs.) as functions of the error tolerance in the Dormand-Prince RK5(4)7M method for a
test scene.

where −→r = x j are the coordinates (x,y,z) of each point. This
equation cannot be solved analytically, and thus we must ap-
ply a numerical method. We now need to rewrite equation
7 in order to solve it in a more efficient way than the Euler
method presented in [GSMA04]:

d2x j

dl2 =
1
n

(

∂n
∂x j

−

dn
dl

dx j

dl

)

(8)

Doing the change of variable y j =
dx j
dl we obtain:

y′j =
1
n

(

∂n
∂x j

−

dn
dl

y j

)

(9)

where dn
dl = dn

dx j

dx j
dl . The change of variable can also be writ-

ten as:

x′j = y j (10)

Equations 9 and 10 define a system where x j represents
the position and y j the velocity at a given point in the trajec-
tory, which can be written in matrix form as:

(

x j
y j

)′

=

(

y j
1
n

(

∂n
∂x j

−
dn
dl y j

)

)

(11)

This equation 11 has the form Y ′ = f (l,Y ), which de-
fines an Initial Value Problem with Y (0) = α. We solve this
problem by applying the embedded Runge-Kutta method
RK5(4)7M from the Dormand-Prince family. A detailed de-
scription of the method and the error tolerance can be found
in [DP80].

We have tested the implementation in a simple scene

where the index of refraction varies according to the equa-
tion n = 1 + ky, with y representing height, and k varying
from -0.1 to 0.1. This distribution of n can be solved ana-
lytically, so we can measure the numerical error against the
exact solution. Figure 1 shows the error of the Dormand-
Prince RK5(4)7M method as the tolerance is reduced, along
with the time it takes to reach the solution. As it can be seen,
error tolerances in the range of 10−8 to 10−12 yield good
results without much of a time penalty. Error tolerances be-
yond 10−14 start increasing rendering times considerably.

3. Extension of the Volume Photon Mapping Algorithm

Ray tracing techniques involve shooting rays into the scene
from the camera and following them to detect hits with the
geometry, then shooting shadow rays to the lights to find
out direct illumination. With curved light paths this turns
out to be highly impractical, though, since finding the ray
with the physically-correct curvature which goes from the
intersection point to the light is computationally very expen-
sive (or the solution might not even exist). Groeller [Grö95]
proposes three solutions: considering shadow rays to fol-
low straight paths, retrieving all lighting information straight
from the textures, and finally voxelizing the space and pre-
storing the approximated incident directions of light sources
for each voxel, by launching rays from the light sources into
the scene prior to the render pass. The first two are clearly
not physically-based, while the third only approximates the
solution with a preprocessing step.

In order to obtain a physically-based solution for multiple
inelastic scattering in inhomogeneous media with a varying
index of refraction n, we have extended the volume photon
mapping algorithm [JC98] to account both for volume fluo-
rescence and the distortions caused by the changing n.

For inelastic scattering, we need to model the possibility
of an absorbed photon being re-emitted at a different wave-
length. Equation 4 includes a term f (x,λi → λ) known as
wavelength redistribution function, which represents the ef-
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ficiency of the energy transfer between wavelengths. It is
defined as the quotient between the energy of the emitted
wavelength and the energy of the absorbed excitation wave-
length, per wavelength unit. Reformulating in terms of pho-
tons instead of energy we have the spectral quantum effi-
ciency function η(x,λi → λ), defined as the number of pho-
tons emitted at λ per wavelength unit, divided by the number
of absorbed photons at λi. Both functions are dimensional
(nm−1), and are related as follows:

f (x,λi → λ) = η(x,λi → λ)
λi

λ
(12)

A related dimensionless function that describes inelastic
scattering is the quantum efficiency Γ, defined as the total
number of photons emitted at all wavelengths divided by the
number of photons absorbed at excitation wavelength λi. It
is related to the spectral quantum efficiency function by the
equation:

Γ(λi) =
Z

λ
η(x,λi → λ)dλ (13)

Our extension to the volume photon mapping algorithm
includes a) solving Fermat’s law to obtain the curved trajec-
tory of each photon if the index of refraction varies (and also
for the eye rays shot during the radiance estimate phase),
thus being able to overcome the shadow ray problem pre-
sented above and to obtain a full solution including effects
such as color bleeding and caustics; and b) the inclusion of
the quantum efficiency Γ to govern the probability of an
inelastic scattering event. As shown in figure 2, once the
albedo-based Russian roulette determines that a certain pho-
ton has been absorbed by the medium, a second Russian
roulette based on the quantum efficiency determines whether
an inelastic scattering event takes place, and therefore the
photon has to be re-emitted at a different wavelength. This
is done by generating a random number ξin[0,1] so that:

ξin[0,1] →

{

ξin ≤ Γ Photon is re-emitted
ξin > Γ Photon remains absorbed

(14)

If re-emitted, the new wavelength must be obtained, for
which we must sample the spectral quantum efficiency func-
tion η(x,λi → λ) for the excitation wavelength λi. This can
be simply done by rejection sampling the function, but to in-
crease efficiency we perform importance sampling using the
inverse of its cumulative distribution function (cdf). A ran-
dom number ψ[0,1] therefore yields the new wavelength for
the re-emitted photon. Steeper areas of the cdf increase the
probability of a photon being re-emitted at the corresponding
wavelengths.

Figure 2 shows the basic scheme of the algorithm. The

Figure 2: Our extended volume photon mapping algorithm.

sequence of events in the original volume photon mapping
by [JC98] is represented inside the grey area.

4. Case Study: Underwater Imagery

We chose deep ocean waters as our first case study, given its
rich range of elastic and inelastic scattering phenomena and
the fact that it is a medium well studied by oceanographers.
Pure seawater absorbs most wavelengths except for blue: the
absorption coefficient peaks at 760 nanometers, and reaches
a minimum at 430 nm. The phase function p is modelled
as the phase function in pure sea water plus the phase func-
tion of the scattering by suspended particles, as proposed
in [Mob94] (p = pw + pp). For pure water we use a phase
function similar to Rayleigh’s:

pw(θ) = 0.06225(1+0.835cos2θ) (15)

while the scattering caused by particles is modelled using a
Henyey-Greenstein phase function with g = 0.924:

pp(θ,g) =
1−g2

(1+g2
−2gcosθ)3/2

(16)

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are due to the variation in the concentra-
tion and type of the suspended microorganisms, mainly phy-
toplankton, which presents a maximum absorption at 350
nm. rapidly decreasing to almost zero beyond 500 nm. The
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Figure 3: Fluorescent ocean water in Cornell rooms. (a), (b) and (c) show varying concentrations of chlorophyll (0.05mg/m3,
0.1mg/m3 and 5mg/m3 respectively). (d) High concentration of yellow matter (5mg/m3).

most important element in the phytoplankton is chlorophyll,
which presents spectral absorption peaks in the blue and red
ends of the spectrum and is the most important source of
volume fluorescence in the waters. For chlorophyll, Γc(λi)
is wavelength-independent, with values ranging from 0.01 to
0.1 (we use the superscript c for chlorophyll). As with most
inelastic scattering event, the re-emission phase function is
isotropic.

Another important source of fluorescence is the Color
Dissolved Organic Matter (CDOM), also called yellow mat-
ter, present in shallow ocean waters and harbors. Γy(λi)
is also wavelength-independent, with values between 0.005
and 0.025, and re-emission is also isotropic [Haw92].

All the images in the paper have been rendered on a Be-
owulf system composed of six nodes, each one being a Pen-
tium 4 @ 2.8 GHz. with 1 Gb. of RAM. Figure 3 shows
different colorations of ocean water, according to varying
chlorophyll and yellow matter concentrations which trigger
inelastic scattering events with different probabilities. The
images were rendered with 250,000 photons stored in the
volume photon map and 200 photons used for the radiance
estimate. This high numbers are needed to obtain accurate
results, since we use the volume photon map to compute
both direct and indirect illumination. Direct illumination in
participating media with a varying index of refraction can-
not be efficiently computed using ray tracing techniques, as
explained at the beginning of section 3. The spectrum was
sampled at nine intervals. Below each picture, the result-
ing absorption and extinction curves (functions of the dif-
ferent concentrations of chlorophyll in the modelled waters)
are shown for each case. Image (a) shows little fluorescence
(low chlorophyll concentration of 0.05mg/m3), and the wa-

ters are relatively clear. When chlorophyll concentration in-
creases, fluorescence events become more prominent and
the image first gets a milky aspect (b), losing visibility and
reaching a characteristic green hue when chlorophyll reaches
5mg/m3. Image (d) shows fluorescence owed to yellow mat-
ter. The absorption function in this case has been modelled
after [Mob94]: ay(λ) = ay(440)−0.014(λ−440) where ay(440)
is the empirical absorption at 440 nm. Rendering times for
the images were six minutes.

5. Case Study: Atmospheric Phenomena

The images in this section illustrate some of the most rele-
vant effects in nature owed to curved light paths. To achieve
physically correct results we have modelled the Earth as a
sphere with a radius of 6371 units (one unit equals one kilo-
meter); the atmosphere is another concentric sphere with a
thickness of 40 kilometers. Taking the 1976 USA Standard
Atmosphere (USA76) [USG76], we first obtain a standard
temperature and pressure profile of the whole 40 kilometers,
with temperature decreasing at an approximate rate of 0.6◦C
per 100 meters. In order to curve light correctly according to
Fermat’s law, we need to obtain the wavelength-dependent
index of refraction as a function of both the temperature
and pressure given by the USA76. To do so, we follow the
method described in [GSMA04], by first obtaining density
as a function of temperature T (h) and pressure P(h) using
the Perfect Gas law ρ(h) =

P(h)M
RT (h)

, where M and R are con-

stants of values 28.93 · 10−3 kg/mol and 8.3145 J/mol ·K
respectively. The Gladstone-Dale law [GD58] relates n(λ,h)
as a function of both ρ(h) and n(λ), given by the expression:
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Figure 4: Simulation of several atmospheric phenomena.
Top: inferior mirage. Middle: superior mirage. Bottom: Fata
Morgana.

n(h,λ) = ρ(h) · (n(λ)−1)+1 (17)

The only missing function is now n(λ), which we obtain
from Cauchy’s analytical formula [BW02]:

n(λ) = a ·
(

1+
b
λ2

)

+1 (18)

where a and b depend on the medium considered (for air,
their values are a = 29.79 ·10−5 and b = 5.67 ·10−5). Sell-
meier [BW02] provides a slightly more elaborated formula,
but we have chosen Cauchy’s for efficiency reasons.

Combining equations 17 and 18 we finally obtain our pro-
file for n(λ,h), which we can alter at will to obtain the de-
sired effects. To interpolate the complete, altered profiles for
the whole 40 km. we use Fermi’s distribution, as proposed
in [VDWGL00].

The camera in the scenes is placed far from the mirages
at a specific height for each effect to be seen (they can only
appear if the observer’s line of vision forms an angle less
than one degree with the horizon). The error tolerance in the
Dormand-Prince RK5(4)7M method has been set to 10−9,
and the spectrum has been sampled in three wavelengths.
Figure 4 (top) shows our simulation of an inferior mirage,
which occurs when the ground is very hot and heats up the
air layers right above it, thus creating a steep temperature
gradient (30◦C in 20 meters). As a consequence, light rays
get bent upwards, and an inverted image of the Happy Bud-
dha and the background appears on the ground. The camera
is placed 10 meters above the ground. The image took 14
minutes to render.

Inversion layers are caused by an increase of air tem-
perature with height, reversing the standard behavior where
temperature decreases as a function of height. This happens
most commonly above cold sea waters, and the light rays get
bent downward, giving rise to the superior mirage. Figure 4
(middle) shows our simulation, modelling an inversion layer
with a temperature gradient of 23◦C. The apparent hole in
the mountains is actually formed by the superior inverted
image of the real mountains. The camera is placed also 10
meters above the ground, and the image took four minutes
and 32 seconds to render. The great decrease in rendering
time compared to the inferior mirage is owed to the simpler
geometry of the scene, since the far away mountains are tex-
tured low-resolution objects.

Maybe less known than the two previous examples, the
Fata Morgana occurs as a concatenation of both superior and
inferior mirages, and is a much rarer phenomenon. Figure
4 (bottom) shows our simulation with two inversion layers
with steep temperature gradients. There is an inferior mirage
image across the middle of the mountain plus a superior mi-
rage with the inverted image on top. The shape of the moun-
tain gets greatly distorted; the Fata Morgana has historically
tricked arctic expeditions, making them believe they were
seeing huge mountains that were just a complicated pattern
of upright and inverted images of the real, much lower hill
(Fata Morgana is in fact the name of a fairly enchantress
skilled in the art of changing shape, which she learnt from
Merlin the Magician). The camera is placed at 300 meters
(for the Fata to be visible it needs to be between the inver-
sion layers), and the rendering time was five minutes.

6. Discussion

The method described has been implemented in Lucifer, our
in-house global illumination renderer. It can handle multi-
ple inelastic scattering in inhomogeneous participating me-
dia with a varying index of refraction, thus rendering effects
such as mirages or fluorescence in ocean waters with full
lighting computation. It deals well with strong anisotropy
in the phase functions and the effects of backscattering,
since no discretizations of the scene must be performed,
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and thus the shortcoming of the only previous work on vol-
ume fluorescence [CS03] is overcome. It also supports real
light sources, with photometric data input specified in the
standard CIBSE TM14 format [CIB88]. This is a must for
predictive rendering and for generating physically accurate
data. The real light sources are sampled so that photons are
emitted proportionally to the distribution of the light, given
by its photometry.

Spectral images are calculated in high dynamic range, in
order to obtain accurate data from the simulations. For tone
reproduction purposes we map luminances to the display
based on the work by Ward et al. [LRP97] and Pattanaik
et al. [PTYG00]. To increase realism during the visualiza-
tion of the images, an additional operator has been added
which simulates the effects of chromatic adaptation in the
human eye. This operator is specially important in the real-
istic depiction of underwater imagery, where the cones in the
human eye might undergo a loss of spectral sensitivity after
having been exposed to the same wavelength for a long pe-
riod of time (underwater imagery being usually blue or green
mostly). The complete description of such operator can be
found in [GSMA04].

As stated in the introduction, the algorithm implemented
is general and physically-based. This allows us to use the
radiometric and photometric data obtained from the simula-
tions for any purpose other than rendering, such as profes-
sional architectural lighting or accurate simulations of deep
underwater vision, given the exact description of the lumi-
naire to be used and the water conditions. This accuracy ob-
viously increases rendering times compared to faked, ad-hoc
solutions. To improve efficiency, we impose an early light
path termination and an adaptive integration step while solv-
ing Fermat’s law. Choosing the Dormand-Prince RK5(4)7M
numerical method over the more standard Euler method has
produced speedups of up to 106.4. We have also used a par-
allel implementation on a six-PC Beowulf system of our
non-linear photon mapping algorithm, achieving additional
speedups between 4.2 and 4.8.

The non-linear photon mapping implementation allows us
to extend several sunset effects similar to the ones simulated
in [GSMA04], by including a thin layer of fog between the
observer and the sun. The solar disk gets distorted into dif-
ferent shapes, while light is scattered through the layer of
fog, thus achieving a "winter sunset" look (figure 5, left and
middle). Figure 5 right shows volume caustics generated by
a crystal sphere in a fluorescent medium.

Figure 6 shows several renders obtained with Lucifer. All
of them are lit by a Philips SW-type c© luminaire, speci-
fied according to the CIBSE TM14 format. The only light
source is immersed in the medium, so no caustics from the
interaction of sunlight with the surface appear. The medium
modelled does not emit light, although adding that to the
model is straightforward and would allow us to simulate
effects such as bioluminiscence in the water. Fluorescence

Figure 5: Sunset effects through a layer of fog. Left: flattened
sun. Middle: split sun. Right: Volume caustics in a fluores-
cent medium.

owed to inelastic scattering is computed according to the
varying concentrations of chlorophyll in each image (be-
tween 0.01 and 0.1mg/m3). The volume photon map in all
the images contains 500.000 photons, and the radiance esti-
mate used 250. Again, these high numbers are needed since
we compute direct lighting with the photon map. The top
two images represent a sunken boat along a Happy Bud-
dha in clear, shallow waters (left) or deep underwater with
a chlorophyll concentration of 0.05mg/m3(right). For the
bottom-left image, we have added a volume temperature
field that simulates a heat source outside the image as ex-
plained in [SGGC05], deriving the index of refraction us-
ing the formula n = 1 + To

T (no − 1) as proposed by Stam
and Languenou [SL96]. The distortions caused by the vary-
ing index of refraction are visible, similar to the character-
istic rippling in a real desert scene. The bottom-middle im-
age uses a smoke-like medium, modelled as a 3D turbulence
function, whereas the last to the right shows the effects of a
highly anisotropic medium. The images are 400 pixels wide
and took between 30 and 40 minutes to render, without any
penalty imposed by the anisotropy in the last image.

7. Conclusion and Future Work

We proposed a novel extension of the widely used photon
mapping technique, which accounts for multiple inelastic
scattering and can provide a full global illumination solution
in inhomogeneous media with a varying index of refraction,
where light paths are bent. No pre-lit textures are needed in
this case, since both direct and indirect lighting is calculated
from the photon map. The method is physically-based and
yields accurate high-dynamic results that can either be out-
put as an image to a display device (via tone mapping), or
used in other fields as raw data. Inelastic scattering is cal-
culated during the photon tracing stage, so the extra cost re-
quired is just a second Russian roulette per absorption. The
accompanying video shows the feasibility of the approach
for animations.

Practically all inelastic scattering effects in the visible
range of the spectrum mean a transfer of energy from shorter
to longer wavelengths. Nevertheless, the algorithm presented
in this work can handle rarer inelastic scattering events
where energy gets transferred from longer to shorter wave-
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Figure 6: Different images with inelastic scattering in participating media. Top left: very low chlorophyll concentration. Top
right: higher concentration yields more inelastic scattering events. Bottom left: distortions caused by a 3D temperature field.
Bottom middle: 3D turbulence field simulating smoke. Bottom right: highly anisotropic medium.

lengths (such as a fraction of the Raman scattering that oc-
curs naturally in several solids, liquids and gases [Mob94]),
since it does not follow a cascade, one-way scheme from
the blue end to the red end of the spectrum. The application
of these type of inelastic scattering to computer graphics is
probably just marginal, but the data generated can be very
useful to physicists or oceanographers. Adding phosphores-
cence effects could make use of the work by Cammarano
and Wann Jensen [CJ02], although a more straightforward
approach would be to use the decay function d(t) in each
frame. Any number of light sources can be used in the scene,
even with different photometric descriptions.

The bottleneck of the algorithm is solving the paths for
each photon and eye-ray using Fermat’s law. Although the
use of a Dormand-Prince method has drastically reduced
rendering times by two orders of magnitude, additional work
needs to be done to achieve near real-time frame rates. Im-
portance maps could be used for this purpose, although two
other promising fields of research lay ahead: the first one is
the implementation of the algorithm on GPUs, as proposed
by Purcell et al. [PDC∗03]. The second would try to take ad-
vantage of temporal coherence of light distribution, as pre-
sented by Myszkowski et al. [MTAS01].
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Abstract

Simulating the in-water ocean light field is a daunting task. Ocean waters are one of the richest participating me-

dia, where light interacts not only with water molecules, but with suspended particles and organic matter as well.

The concentration of each constituent greatly affects these interactions, resulting in very different hues. Inelastic

scattering events such as fluorescence or Raman scattering imply energy transfers that are usually neglected in the

simulations. Our contributions in this paper are a bio-optical model of ocean waters suitable for computer graph-

ics simulations, along with an improved method to obtain an accurate solution of the in-water light field based

on radiative transfer theory. The method provides a link between the inherent optical properties that define the

medium and its apparent optical properties, which describe how it looks. The bio-optical model of the ocean uses

published data from oceanography studies. For inelastic scattering we compute all frequency changes at higher

and lower energy values, based on the spectral quantum efficiency function of the medium. The results shown

prove the usability of the system as a predictive rendering algorithm. Areas of application for this research span

from underwater imagery to remote sensing; the resolution method is general enough to be usable in any type of

participating medium simulation.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Ocean water is arguably the richest participating medium in
terms of optical thickness and the number and type of inter-
actions that occur in it. This paper deals with the physically-
based rendering of underwater scenes by simulating the in-
water light field, based on a compact bio-optical model that
takes into account the dissolved and particulate matter, op-
tically influential constituents of the water. To ensure accu-
racy, we use published data obtained from a wide range of
literature in the field of oceanography. Our model is not re-
stricted to just the visible spectrum and can be adapted to
any type of known ocean water in particular, or to any kind
of participating medium in general.

Scattering in water is caused by interactions of light at
molecular level and with particles [Mob94]. It can be clas-
sified in two broad categories: elastic or inelastic scatter-
ing, depending on whether the scattered photon maintains
or changes its energy in the process. The inelastic scattering
events can be further subclassified according to the nature of
the energy transfer: Stokes scattering, when a molecule of the
medium absorbs the photon and re-emits it with a lower en-

ergy, and anti-Stokes scattering, when the re-emitted photon
has a higher energy. Both cases are covered by our model.
The process implies an energy transfer from wavelength λ′

to λ, with λ′ being the excitation wavelength and λ the re-
emitted wavelength. The former case implies a shift towards
longer wavelengths, whereas in the latter the scattered pho-
ton has a shorter wavelength. Major forms of elastic events
in water include Einstein-Smoluchowski scattering (see Sec-
tion 3.2), whereas for inelastic events, Raman scattering and
fluorescence are the two most prominent (see Section 3.3).

The presence and concentrations of the constituents in the
water determine its optical properties. These optical proper-
ties are divided in two classes: inherent and apparent. The
inherent optical properties (IOP) only depend on the con-
stituents of the water, whereas the apparent optical prop-

erties (AOP) are not properties of the aquatic medium it-
self, although they do depend on its characteristics. Typi-
cal IOP are the absorption coefficient, the scattering coef-
ficient or the scattering phase function. Some of the AOP
include irradiance reflectance, attenuation coefficients or the
average cosines [Pre76]. To obtain the in-water light field,
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we rely on the physically based theory of radiative trans-

fer [Cha60], which relates the IOP and AOP. More precisely,
the link is provided through the Radiative Transfer Equation
(RTE) [SCP94], which takes into account emission, absorp-
tion and elastic scattering. Unfortunately this equation can
not account for the phenomenon known as inelastic scat-

tering described previously, which is of significant impor-
tance in ocean waters. We consequently expand the RTE
by adding an extra term, thus obtaining the Full Radiative
Transfer Equation (FRTE) [Gla95] and solving it by using
an extended version of the method presented by Gutierrez et
al. [GMAS05]:

∂L(λ,~ωo)
∂x

= α(λ)Le(λ,~ωo)−κ(λ)L(λ,~ωo)

+σ(λ)
∫

Ω
p(λ,~ωi,~ωo)L(λ,~ωi)d~ωi

+
∫

Ω

∫
W

{
σ(λ′,λ) p(λ′,λ,~ωi,~ωo)L(λ′,~ωi)

}
dλ′

d~ωi (1)

where L is the radiance and ~ωi and ~ωo are, respectively, the
incoming and outgoing directions of that radiance. α, σ and
κ are the absorption, scattering and extinction coefficients
respectively. We assume Le(λ,~ωo) to be zero, thus making
the medium non-emissive. Note that the last term models the
inelastic scattering events and is expressed as a double inte-
gral over the domains of the solid angle Ω and wavelength
W . Here p(λ′,λ,~ωi,~ωo) is the phase function for inelastic
events and σ(λ′,λ) is the inelastic scattering function for
the energy exchange between λ′ and λ. For simplicity, when
considering elastic interactions (λ = λ′) parameters λ,λ′ are
simplified to a single parameter λ. For processes such as flu-
orescence, where the photons are inelastic scattered to longer
wavelengths, the function σ(λ′,λ) is usually expressed as:

σ(λ′,λ) = α(λ′) f (λ′,λ) (2)

where α(λ′) is the inelastic absorption coefficient and
f (λ′,λ) is the wavelength redistribution function, which
governs the efficiency of the energy transfer between wave-
lengths. It is defined as the probability of a photon of λ′ that
inelastically scatters being re-emitted at λ. Therefore, (2) ex-
presses the inelastic scattering as a percentage of the inelas-
tic absorption coefficient. Section 3.3 gives more details on
how to model this redistribution function f (λ′,λ).

Our research on water simulation encompasses the fields
of both computer graphics and oceanography, and it is free
from the restrictions of previous works. The main contribu-
tions of this paper are:

• A compact, parameterized bio-optical model of ocean wa-
ters which can be used in computer graphics applications.

• A resolution method based on the theory of radiative
transfer, which solves the FRTE by handling all kinds of
inelastic scattering events and modeling both absorption
and elastic scattering accurately. This method is based on
photon mapping [Jen01].

• A link between the IOP of water and the resulting light
field, which in turn defines its AOP, based on radiative
transfer theory.

The remainder of this paper is organized as follows: Sec-
tion 2 presents previous work on the simulation of light
transport in water bodies. In Section 3 a comprehensive bio-
optical model is developed, whilst section 4 presents our
simulation method. The paper ends with the results and con-
clusions.

2. Related work

The simulation of light transport in participating media
usually either relies on Monte-Carlo techniques for ray
tracing (Rushmeier and Torrance [RT87]; Nakamae et al.
[NKON90]; Tadamura and Nakamae [TN95]) or attempts to
solve the RTE, such as the method proposed by Kaneda et
al. [KYNN91]. Nishita et al. [NSTN93] display water from
outer space modifying this method, but both works only take
into account single scattering. In the work of Premoze and
Ashikhmin [PA01], no radiance due to scattering is calcu-
lated at all, using empirical equations based on experimental
data instead. Mobley [Mob94] developed a method to solve
the RTE analytically, but it cannot be extended to take into
account inelastic scattering. Recently, the Lorenz-Mie the-
ory has been generalized and applied to rendering natural
waters by Frisvad, Christensen and Jensen [FCJ07], also ne-
glecting the effects of inelastic scattering. Cerezo and Seron
[CS04] also develop a bio-optical model. Whilst the goal of
their work is closely related to ours, we overcome here sig-
nificant shortcomings:

• They use a discrete ordinate method, which requires an
angular and spatial discretization of the volume to be ren-
dered. This imposes high memory requirements which se-
riously limit the complexity of the scenes that can be re-
produced.

• In their work, inelastic scattering simulations are limited
to fixed re-emissions in the 680 nm. wavelength..

• They cannot provide a full solution to the light transport
problem.

Gutierrez et al. [GMAS05] present a method that deals
with participating media in which the index of refraction is
not homogeneous, while also taking into account the sim-
ulation of some inelastic scattering events. They apply their
method to the simulation of underwater imagery using a sim-
plified, four-parameter model of ocean waters. In this regard,
our paper offers improvement in the following ways:

• Our bio-optical model of ocean waters is more complete,
thus making the simulations more accurate.

• They also fail to develop a complete description for the
complex inelastic scattering events that occur underwater,
and the method is limited to re-emissions at lower energy
levels and at fixed wavelengths. In this paper all inelastic
scattering events can be modeled, including Anti Stokes

scattering events like Raman scattering (see Section 3.3).
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• We additionally offer simulations using real data from dif-
ferent seas as a means of visual validation.

3. The Bio-Optical Model

The various constituents of ocean water have a great influ-
ence in its optical properties. In order to solve the forward
problem in ocean optics, the IOP have to be modeled and
used in the FRTE. The values of these IOP can be obtained as
the sum of the contributions of pure water and the dissolved
particles and particulate matter present in the water, as pro-
posed in [Mob94]. Optically pure water is devoid of any dis-
solved or suspended matter, and thus there is no scattering
or absorption owed to particles or organic material [Mor74].
For saline pure water the salt concentration (35 to 39 parts
per thousand) does influence the scattering and absorption
functions. In particular it absorbs most wavelengths except
for blue, with the absorption coefficient peaking at 760 nm,
and reaching a minimum at 430 nm.

We develop our bio-optical model from three main IOP,
with others like the extinction coefficient or the albedo de-
rived from those three. These IOP are the absorption coeffi-
cient (3), the scattering coefficient (4) and the phase function
(5), which for the elastic case can be written as (see Table 4
for a more detailed description of the functions used, includ-
ing both the elastic and inelastic cases):

α(λ) =αw(λ)+∑
i

αi(λ) (3)

σ(λ) =σw(λ)+∑
i

σi(λ) (4)

p(λ,θ) =
σw(λ)
σ(λ)

pw(λ,θ)+∑
i

σi(λ)
σ(λ)

pi(λ,θ) (5)

where θ is the angle between the incoming ~ωi and outgoing
~ωo directions, the subscript w stands for the contribution of
the pure water (fresh or salty) and the subscript i stands for
the constituents in the water body such as biological particles
or dissolved substances. We include three types of such con-
stituents in our model, namely CDOM (Colored Dissolved
Organic Matter, also know as yellow matter, present mainly
in shallow ocean waters and harbors), phytoplankton (micro-
scopic plants rich in chlorophyll) and minerals and organic
detritus. The rest of this section will characterize the three
main IOP (with elastic and inelastic scattering treated sep-
arately) for pure water and the three constituents. The next
section will show how radiative transfer theory is applied to
simulate the light field (which define the AOP) and render
the final images.

3.1. Modeling Absorption

For the spectral absorption function of pure water αw(λ)
we rely on the work of Smith and Baker [SB81], whose
tabulated values are well known in oceanography studies
(shown in Table 1). Following further studies by Pope and

Fry [PF97], we use those values as an upper bound, to ac-
count for the fact that the true absorption can be, in fact,
lower. The function shows that absorption is more prominent
both in the UV and red ends of the spectrum. [PF97] also
shows that absorption by salt in oceanic water is negligible.
Based on the data by Bricaud, Morel and Prieur [BMP81],
we model absorption by CDOM by fitting an exponential
curve of the form:

αy(λ) = αy(λ0)e
−Sy(λ−λ0) (6)

where the subscript y denotes the constituent CDOM. λ0 is a
reference wavelength, often chosen to be 440 nm for yellow
matter, and Sy is the slope of the semilogarithmic absorp-
tion curve [Kir94]. Sy is usually taken to be constant, with
a value of 0.014 nm−1, but has been found to vary both ge-
ographically and temporally, and is also dependent on the
wavelength range over which it is calculated [BMP81]. The
values of absorption αy(λ0) at reference wavelengths also
vary in a range between 0.01 m−1 to 20 m−1, as a function
of turbidity [Kir94].

Phytoplankton absorbs a great amount of visible light,
due to its chlorophyll pigment. The absorption function for
chlorophyll peaks strongly at 430 nm and 670 nm, being
very weak in the mid range of the visible spectrum (thus the
more phytoplankton the greener the hue of the water). The
concentration of the chlorophyll in the water usually ranges
from 0.01 mg/m3 for open waters to 100 mg/m3. The spec-
tral absorption coefficient of the phytoplankton is usually ex-
pressed as a function of this concentration C as:

αp(λ) = C α∗

p(λ) (7)

where C can be defined as the concentration of the main
pigment chlorophyll-a (Chla) or as the sum of the concen-
trations of Chla and its degradation products, the pheopig-
ments. α∗

p is the specific spectral absorption coefficient (the
absorption per unit of concentration) for a particular species
of phytoplankton, given in m2/mg. Typical values for spe-
cific absorptions of different species of phytoplankton can
be found in the work of Sathyendranath, Lazzara and Prieur
[SLP87] (see Table 1). A rough correspondence between
chlorophyll concentrations and several oceanic water types
is given by Morel [Mor88]. The absorption owed to organic
detritus and minerals can be approximated by an exponential
function, according to Roesler, Perry and Carder [RPC89]:

αd(λ) = αd(λ0)e
−Sd(λ−λ0) (8)

Here the reference wavelength 400 nm is selected for λ0 and
typical values for the exponent coefficient Sd will be in the
range between 0.006 nm−1 to 0.014 nm−1, although 0.011
nm−1 is the most common value [RPC89]. Further studies
confirm that the absorption spectra of minerals and detritus
is well described by an exponential function with an average
slope Sd of 0.0123 nm−1, with slightly lower values than
predicted at wavelengths below 440 nm [BSF∗03].
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Table 1: Absorption coefficient for a clear water body αw (after Smith and Baker [SB81]) and specific absorption coefficient

for phytoplankton α∗

p (after Sathyendranath, Lazzara and Prieur [SLP87]).

λ [nm] 380 440 500 550 610 670 720 780
αw [cm−1] 0.00022 0.000145 0.000257 0.000638 0.00289 0.0043 0.01169 0.0236
α∗

p [m2 ·mg−1] 0.025 0.035 0.02 0.01 0.007 0.015 0.001 0.0001

3.2. Modeling Elastic Scattering

For the pure water term we use the volume scattering func-
tion defined by the Einstein-Smoluchowski theory [Maz02],
which models scattering at molecular level as small-scale
fluctuations. Whilst usually Rayleigh’s scattering is used in-
stead, Einstein-Smoluchowski provides more accurate re-
sults, is well defined and imposes no overheads in the simu-
lations. Its scattering coefficient and phase function are given
by:

σw(λ) =16.06βw(λ0,90◦)
(

λ0

λ

)4.32

(9)

pw(θ) =0.06225
(

1+0.835cos2 θ
)

(10)

Typical values for βw(λ0,90◦) for both fresh and saline
pure water are given in [Mor74]. These values range from
14.1 ·10−4 m−1 to 134.5 ·10−4 m−1. All the scattering pro-
duced by CDOM has inelastic nature and thus will be de-
scribed in next section.

Gordon and Morel [GM83] found that phytoplankton,
even in small concentrations, also contribute to the total elas-
tic scattering in the water. Its contribution is given by:

σp(λ) =
(

550
λ

)
0.30C

0.62 (11)

where the constant 0.30 is selected to fit the data collected
from many types of waters. The actual upper bound for this
constant has a value of 0.45 [GM83]. The phase function
due to phytoplankton is given by an isotropic function (pp =
1/π).

The elastic scattering caused by organic detritus and min-
erals can be modeled based on Mie theory [GSO03]. The
Henyey-Greenstein phase function models forward scatter-
ing fairly well but fails to reproduce backscattering with the
same precision. We found that we can achieve a better fit
by using a Two-Terms Henyey-Greenstein phase function
(TTHG) [HG41]:

pd(θ,ζ,g f ,gb) = ζ pHG(θ,g f )+ (1− ζ) pHG(θ,gb) (12)

where ζ is a weighting function between zero and one. This
common way of utilizing this combination defines a forward
scattering lobe (first term), plus a backscattering lobe (sec-
ond term), with g f ∈ [0..1] and gb ∈ [−1..0]. pHG represents
a simple Henyey-Greenstein phase function (HG):

pHG(θ,g) =
1−g2

(1+g2 −2gcosθ)3/2
(13)

The TTHG function not only models backscattering more
precisely, but it can describe more complex particle scatter-
ing models, improving the fit at large and small angles as
well. The shape of each of the two HG functions can be ap-
proximated by an ellipsoid, avoiding the relatively expensive
exponent in its evaluation. The observation was first intro-
duced by Schlick [BLSS93]. Due to the great variety of par-
ticulate matter, the scattering coefficient σd can adopt a wide
range of values. Table 2 shows typical values of this function
(data after Stramski et al. [SBM01]).

3.3. Modeling Inelastic Scattering

For inelastic scattering, we need to model the possibility of
an absorbed photon being re-emitted at a different wave-
length. (2) includes a term f (λ′,λ) known as wavelength

redistribution function, which represents the efficiency of
the energy transfer between wavelengths. It is defined as
the quotient between the energy of the emitted wavelength
and the energy of the absorbed excitation wavelength, per
wavelength unit. Reformulating in terms of photons instead
of energy we have the spectral quantum efficiency function

η(λ′,λ), defined as the ratio between the number of photons
emitted at λ per wavelength unit, and the number of absorbed
photons at λ′. Both functions are dimensional (nm−1), and
are related as follows:

f (λ′,λ) = η(λ′,λ)
λ′

λ
(14)

The wavelength redistribution function f , and therefore
its associated spectral quantum efficiency function η, can be
seen as a re-radiation matrix. A related dimensionless func-
tion that describes inelastic scattering is the quantum yield

Γ(λ′), defined as the total number of photons emitted at all
wavelengths divided by the number of photons absorbed at
excitation wavelength λ′. It is related to the spectral quantum
efficiency function by:

Γ(λ′) =
∫

W
η(λ′,λ)dλ (15)

The three functions Γ(λ′), f (λ′,λ) and η(λ′,λ), depend
on both the medium and the type of inelastic event. The two
inelastic events with more influence in the in-water light field
are fluorescence and Raman scattering. Phytoplankton and
CDOM are important fluorescence sources, whilst Raman
scattering is produced by pure water; minerals and detritus,
on the other hand, do not produce any inelastic event.
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Table 2: Scattering coefficient for detritus σdt and minerals σm (After Stramski et al. [SBM01]).

λ [nm] 380 440 500 550 610 670 720 780
detritus σdt [m−1] 0.045 0.0375 0.0325 0.03 0.0285 0.0275 0.027 0.027
minerals σm [m−1] 0.0675 0.0525 0.05 0.045 0.04 0.036 0.034 0.032
total σd [m−1] 0.1125 0.09 0.0825 0.075 0.0685 0.0635 0.061 0.059

3.3.1. Fluorescence

Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′, and re-emits it at a longer wavelength λ ac-
cording to the fluorescence efficiency function ηF (λ′,λ). For
the two main sources of fluorescence (phytoplankton and
CDOM), re-emission follows an isotropic phase function.
For phytoplankton, the wavelength of the re-emitted pho-
tons is independent of the excitation wavelength, although
the intensity does show wavelength dependency [Mob94].

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are mainly due to the variation in the con-
centration and type of the suspended microorganisms, spe-
cially phytoplankton and its related chlorophyll concentra-
tion, which presents an absorption function peaking at 350
nm and rapidly decaying to almost zero beyond 500 nm.
Only wavelengths between 370 and 690 nm can trigger flu-
orescence due to phytoplankton. This can be modeled as a
dimensionless function gp(λ′) so that:

gp(λ′) ≡
{

1 if 370 ≤ λ′ ≤ 690 nm
0 otherwise

(16)

The wavelength-independent quantum yield for phyto-
plankton Γp(λ′) ranges from 0.01 to 0.1. Using (14) and
(16), the relationship between the wavelength redistribution
function fp(λ′,λ) and the spectral quantum efficiency func-
tion ηp(λ′,λ) is:

fp(λ′,λ) = ηp(λ′,λ)
λ′

λ
≡ Γp gp(λ′)hp(λ)

λ′

λ
(17)

where hp(λ) is the fluorescence emission function per
unit wavelength, and can be approximated by a gaussian
[Mob94]:

hp(λ) =
1√

2πλσ
exp

{
− (λ−λ0)

2

2(λσ)2

}
(18)

λ0 = 685nm is the wavelength of maximum emission and
λσ = 10.6nm represents the standard deviation. Using (7)
and (17) we can now compute the inelastic scattering coeffi-
cient owed to phytoplankton σp(λ′,λ) following (2).

The other important source of fluorescence in water is
CDOM. For relatively high concentrations of CDOM, its
quantum yield Γy(λ′) varies between 0.005 and 0.025. Fol-
lowing the work of Hawes [Haw92] we use the following
formula to describe its spectral fluorescence quantum effi-
ciency function:

Table 3: Water constituents and interactions

Constituent Absorption Elastic Scat. Inelastic Scat.
Pure water (w) Yes Yes Raman Scattering
Minerals, detritus (d) Yes Yes No
Phytoplankton (p) Yes Yes Fluorescence
CDOM (y) Yes No Fluorescence

fy(λ′,λ) = A0(λ′)exp


−


 1

λ
− A1

λ′
−B1

0.6
(

A2
λ′

+ B2

)



2


λ′

λ
(19)

where A0, A1, A2, B1 and B2 are empirical parameters whose
values depend on the specific composition of the CDOM and
can be found in [Mob94] (see Table 5). A1 and A2 are di-
mensionless, whereas the rest are given in nm−1. Like flu-
orescence due to phytoplankton, we can use (6) and (19) to
compute the inelastic scattering coefficient σy(λ′,λ) follow-
ing (2).

Our model can be easily extended to account for phos-
phorescence phenomena, which are intrinsically similar to
fluorescence and are governed by the phosphorescence ef-

ficiency function. The only difference is that the re-emitted
energy declines with time according to a function d(t).

3.3.2. Raman scattering

Raman scattering influences the in-water light field, spe-
cially at great depths where sun irradiance becomes zero and
only Raman radiance remains. It occurs when vibration and
rotation in water molecules exchange energy with incom-
ing photons, re-emitting them with approximately the same
wavelength, but allowing for small shifts towards longer or
shorter wavelengths. It can also be considered a spontaneous
process. To isolate Raman inelastic events from fluorescence
and other scattering events, it is usually studied in pure wa-
ter, filtered several times, so that the second term in (4) be-
comes zero.

The Raman wavelength redistribution function fw(λ′,λ)
is usually described in terms of a sum of four Gaussian func-
tions [Mob94]:

fw(λ′,λ) =
107

λ′2

∑4
j=1 Ai

1
∆ν̃i

exp

{
−

[
107

(
1

λ′
− 1

λ

)
−ν̃i

]2

∆ν̃i
2

}

√
π

4 ln 2 ∑4
j=1 A j

(20)

where ν̃ is the wavenumber (ν̃ = 107/λ) given in cm−1. Typ-
ical parameter values Ai, ν̃i and ∆ν̃i for the Raman redis-
tribution function are given by Walrafen [Wal69] and are
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shown in Table 5. The inelastic scattering coefficient can
now be obtained using αw and fw in (2).

4. The simulation method

Having so far developed our bio-optical model, we can now
formalize it into a set of parameters and equations to fully
simulate the in-water light field. To summarize, the four con-
stituents of the model and their interactions with light are
given in Table 3. Table 4 shows how the main functions that
define the model are derived from IOP and related functions
at constituent level.

Table 4: The main functions of the model

Equations
α(λ) = αd(λ)+αp(λ)+ αw(λ)+ αy(λ)
σ(λ) = σw(λ)+ σd(λ)+ σp(λ)
p(λ,θ) = σw(λ)pw(λ,θ)+σd (λ)pd (λ,θ)+σp(λ)pp(λ,θ)

σ(λ)
κ(λ) = α(λ)+ σ(λ)
αI(λ′) = αp(λ′)+ αw(λ′)+ αy(λ′)

pI(λ′,λ,θ) = αp(λ′)pp(λ′,λ,θ)+αw(λ′)pw(λ′,λ,θ)+αy(λ′)py(λ′,λ,θ)
αI (λ′)

fI(λ′,λ) = αp(λ′) fp(λ′,λ)+αw(λ′) fw(λ′,λ)+αy(λ′) fy(λ′,λ)
αI (λ′)

Table 5: Parameters of the model

Parameter Equations Simulated values Units
C (7) (11) [0..1.0] mg

m3

αd(400) (8) [0..0.1] m−1

αy(440) (6) [0..0.1] m−1

Sy (6) 0.014 nm−1

Sd (8) 0.011 nm−1

A0 (19) 150
700 nm−1

A1 (19) 4 -
A2 (19) 4 -
B0 (19) 1

450·10−7 nm−1

B1 (19) 1
650·10−7 nm−1

Γp (17) 0.1 -
Γy (19) 0.025 -
Ai, i = 1..4 (20) 0.41,0.39,0.10,0.10 -
ν̃i, i = 1..4 (20) 3250,3425,3530,3625 -
∆ν̃i, i = 1..4 (20) 210,175,140,140 -

The model allows for easy adjusting of its parameters
to simulate different types of water and thus obtain differ-
ent in-water light fields. As well as minerals and detritus,
other particulate components of water can be added from
oceanographic studies (although minerals and detritus have
the greatest influence in the final appearance of water). Mie
theory can again be used to model the scattering by these
new particles, and the phase function can be approximated
by using a Two Terms Henyey-Greenstein phase function
(12). An overview of the most significant parameters of the
model, the equations in which they can be found and the cor-
responding values used for the simulations in this paper can
be found in Table 5. Note that for simplicity we have not in-
cluded the values that are already specified throughout the
text during the explanation of the bio-optical model (more

specifically, those included in tables 1 and 2). The first three
correspond to the parameters analyzed in Figure 2.

Once we have formalized the model into a set of equa-
tions, we rely on radiative transfer theory to obtain a solu-
tion for the in-water light field. We solve the Full Radia-
tive Transfer Equation (1) by extending the traditional pho-
ton mapping algorithm [Jen01] by taking into account all ten
different events specified in Table 3, while allowing for both
Stokes or anti-Stokes inelastic scattering. This enhancement
is done in both stages: photon tracing and radiance estima-
tion.

During the photon tracing stage in the original photon
mapping method [Jen01], a Russian roulette algorithm is
triggered at each interaction with the medium, deciding
whether the photon is scattered or absorbed. In [GMAS05]
the authors add a second Russian roulette which separates
absorption from inelastic scattering; in the latter case, a new
photon is generated at a different wavelength, but the al-
gorithm considers just a single type of inelastic event with
Stokes behavior. No anti-Stokes events are simulated. In
contrast, our method uses just a single Russian roulette to
choose between ten different kinds of interactions (includ-
ing three types of inelastic events where the photons may
gain or lose energy), and can be easily extended to handle
an arbitrary number of different interactions. Finally, we im-
prove the radiance estimation stage over previous methods
by adding a term to take into account the contributions from
the inelastic scattering events. The next subsections present
the algorithm in more detail.

4.1. Stage 1: Photon tracing

We shoot photons from the light sources and let them interact
with the geometry and the medium according to its optical
distance, which is a function of the extinction coefficient (as
in the original photon mapping method). We statistically de-
cide at each interaction which type of event occurs (refer to
Table 3) with just a single Russian roulette. At the interac-
tions, photons are stored in a kd-tree as in traditional photon
mapping.

The wavelength spectrum is box sampled into Nλ samples,
so absorption (α(λ)) and scattering coefficients (σ(λ)) are
implemented as Nλ-dimensional arrays while wavelength re-
distribution functions ( f (λ′,λ)) are implemented as Nλ×Nλ

square matrices. Each of the photons carries information
about a portion of flux (∆Φ) at a certain sampled wavelength
(λ′). Importance sampling is used for computing the optical
distance, so ∆Φ does not change along the photon tracing
stage, while λ′ changes for inelastic scattering events.

In order to apply the Russian roulette algorithm, we will
define an albedo Λ j(λ) for each interaction j as follows:

• If interaction j represents an elastic scattering event, then

Λ j(λ) = σ j(λ)
κ(λ)

• If j represents an absorption interaction that does not
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show inelastic scattering (detritus and minerals, basi-

cally), then Λ j(λ) = α j(λ)
κ(λ)

• For each absorption interaction that could generate inelas-
tic scattering (pure water, phytoplankton and CDOM) we
define its inelastic probability (χ j), the probability that an
absorption event generates an inelastic scattering event:

χ j(λ
′) =

∫ λb

λa

fI(λ
′,λ)dλ ≈

Nλ

∑
i=1

fI(λ
′,λi) (21)

where λa and λb are the lower and upper limits of the
simulated wavelengths, and i ∈ [1..Nλ] refer to samples in
wavelength domain:

– If interaction j represents the effective inelastic scat-
tering event within the absorption interaction: Λ j(λ) =
α j(λ)
κ(λ) χ j(λ)

– If interaction j represents the pure absorption event
(no inelastic scattering happening at all): Λ j(λ) =
α j(λ)
κ(λ) (1−χ j(λ))

Thus, at each interaction a random number ξ between 0
and 1 is generated resulting in (between parenthesis, exam-
ple values of Λ j at λ = 500nm that determine the size of the
corresponding interval are included):

• ξε[0,ξ1) → absorption by pure water (2.51 ·10−1).
• ξε[ξ1,ξ2) → Raman scattering, inelastic scattering by

pure water (1.21 ·10−9).
• ξε[ξ2,ξ3) → absorption by minerals and detritus (7.12 ·

10−2).
• ξε[ξ3,ξ4) → absorption by phytoplankton (4.90 ·10−3).
• ξε[ξ4,ξ5) → inelastic scattering by phytoplankton (2.18 ·

10−3).
• ξε[ξ5,ξ6) → absorption by CDOM (7.83 ·10−2).
• ξε[ξ6,ξ7) → inelastic scattering by CDOM (1.21 ·10−2).
• ξε[ξ7,ξ8)→ elastic scattering by pure water (7.44 ·10−3)
• ξε[ξ8,ξ9) → elastic scattering by minerals and detritus

(2.94 ·10−1).
• ξε[ξ9,1] → elastic scattering by phytoplankton (2.79 ·

10−1).

where ξi(λ) is given by ξi(λ) = ∑
i
j=1 Λ j(λ)

To compute the new re-emitted wavelength after a inelas-
tic scattering event i, the normalized wavelength redistribu-

tion function fi(λ′,λ)
χi(λ′) is treated as a probability distribution

function (PDF) given the excitation wavelength λ′. To sam-
ple it efficiently we first build its normalized cumulative dis-
tribution function (CDF) and then inverse importance sam-
ple this CDF. Greater values of the PDF for a given wave-
length will translate to steeper areas of the CDF, thus in-
creasing the probability of a re-emission at such wavelength.
Note that the definition of fi(λ′,λ) is not limited to the vis-
ible spectrum, which might result in re-emissions happen-
ing at wavelengths beyond the visible spectrum. However,
as χi(λ′) is limited to the simulated (visible) spectrum, only
inelastic interactions within this spectrum are considered. It
could happen that a photon inelastically scattered at such

wavelengths suffers a second inelastic scattering event that
brings it back to the visible light range. Given the low prob-
ability of this chain of events and our computer graphics ap-
proach, we assume that a photon beyond the visible spectrum
is definitely absorbed. Figure 1 shows a global overview of
the algorithm during the photon tracing stage.

P h o t o n

A b s o r p t i o n
E l a s t i c

s c a t t e r i n g

Ine las t i c

s c a t t e r i n g

R u s s i a n

R o u l e t t e

W a v e l e n g t h  s a m p l i n g

Figure 1: Photon tracing algorithm. Inelastic scattering

events generate a photon with a different associated wave-

length according to the wavelength redistribution function.

4.2. Stage 2: radiance estimate

To estimate radiance we adopt a tradeoff between speed and
memory requirements similar to the proposed by Jensen and
Christensen [JC98]: we only store photons in the photon map
if they have been reflected or transmitted from surfaces, or if
they have already been scattered at least once. Thus, we can
compute single scattering more efficiently by ray marching
through the medium and sampling the light sources by cast-
ing shadow rays. Taking into account the wavelength redis-
tribution function for inelastic scattering, a new addend will
be added at each step of the ray marching process:

N

∑
l=1

Nλ

∑
i=1

{
Ll

(
λ′

i ,~wl

)
pI

(
λ′

i ,λ,~wl ,~wo

)
αI

(
λ′

i

)
fI

(
λ′

i ,λ
)

∆x

}
(22)

where i ∈ [1..Nλ] and l ∈ [1..N] refer to samples in the wave-
length and light source domain respectively, ~wl is the direc-
tion to the light with an incoming radiance Ll and ∆x repre-
sent the ray marching steps.

Multiple scattering will be computed from the photon
map, finding in the kd-tree the n photons which are closest
to the estimation point by using the typical nearest neigh-
bours algorithm. To account for multiple inelastic scattering
we modify the radiance estimate expression of [JC98] by in-
cluding a new term:

n

∑
k=1

{
pI

(
λ′

k,λ,~wk,~wo

)
fI

(
λ′

k,λ
) ∆Φk

4
3 πr2

}
(23)

where r is the radius of the sphere that contains the n closest
photons, and k represents each of the stored photons.

5. Results

We have used the values from Table 5 for our simulations.
In the images produced we only vary the chlorophyll con-
centration C, minerals and detritus turbidity αd(400) and
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(a) C = 0,αd = 0, αy = 0 (b) C = 0.01,αd = 0, αy = 0 (c) C = 0.1,αd = 0, αy = 0 (d) C = 1,αd = 0, αy = 0

(e) C = 0,αd = 0.1, αy = 0 (f) C = 0.01,αd = 0.1, αy = 0 (g) C = 0.1,αd = 0.1, αy = 0 (h) C = 1,αd = 0.1, αy = 0

(i) C = 0,αd = 0, αy = 0.1 (j) C = 0.01,αd = 0, αy = 0.1 (k) C = 0.1,αd = 0, αy = 0.1 (l) C = 1,αd = 0, αy = 0.1

Figure 2: Resulting pictures varying the chlorophyll concentration C, the minerals and detritus turbidity αd at 400nm and the

CDOM turbidity αy at 440nm.

CDOM turbidity αy(440). The choice of those three param-
eters to reduce the dimensionality of the model was based
on their greater overall influence on the resulting light field.
The photon map contains 400000 photons, with 250 used in
the estimation of radiance. Ray-marching depth is set at 200
steps. Each of the images has been rendered in a Dual Xeon
Pentium 4 at 2.8GHz with 2GB RAM at 512× 384 resolu-
tion, casting one ray per pixel, and took approximately 20
minutes to render. This time is roughly independent of the
number of parameters of the bio-optical model. In order to
reduce these computation times, several optimization tech-
niques could be adopted, like using adaptive ray-marching
or radiance caching strategies [JDZJ08]. Additionally, per-
ceptual issues could be taken into account, using just an ap-
proximate solution in areas of the image where the error is
known to be perceptually negligible [SGA∗07].

Energy balances show that on average almost 99% of the
energy emitted by the light sources is absorbed after just a
few interactions of the photons, with very incremental vari-
ation after the fourth interaction and negligible contribu-
tion after the fifth. This relatively fast convergence is due
to the strong absorption in water. We have therefore lim-
ited the number of interactions per photon to five, in order
to speed up the simulations. Variations of the parameters
C, αd(400) and αy(440) yield different probabilities for ab-
sorption, elastic and inelastic scattering events, which in turn

affect the in-water light field. The results can be seen in Fig-
ure 2, with each of the varying parameters influencing the
final light field as follows:

• Chlorophyll concentration (C) affects mainly both elastic
and inelastic scattering. The effects of inelastic scattering
are mostly masked by the more predominant elastic scat-
tering and absorption, which increases slowly. The third
column in Figure 2 shows brighter images than the pre-
vious two due to in-scattering. For higher values (fourth
column), out-scattering prevails and the images become
darker.

• Minerals and detritus turbidity (αd(400)) increases ab-
sorption at lower wavelengths, thus reducing the bright-
ness of the scene and the overall blue hue. Scattering is
also increased, making the images appear murkier. Figure
2 shows variations of the minerals and detritus turbidity
between the first and second rows for direct comparison.

• CDOM turbidity (αy(440)) slightly increases absorp-
tion (darker images) and introduces inelastic scattering
(change in hue). This can be seen by comparing the first
and third rows in Figure 2.

We have undergone a visual validation of our model by
rendering different natural waters. Figure 3 shows the result-
ing underwater images for Atlantic, Mediterranean, Baltic,
North Sea and shallow coastal waters rich in CDOM respec-
tively. All the images have been simulated at the same depth

c© 2007 The Author(s)
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Figure 3: Rendered images of different waters. From left to

right: Atlantic, Mediterranean, Baltic, North Sea and shal-

low coastal waters rich in CDOM. Smaller patches below for

comparison purposes by Frisvad et al. [FCJ07] (used with

permission).

and are illuminated by the same isotropic point light source.
The changes in color are clearly noticeable, from a darker
blue in the case of Atlantic water, to the greener hue in the
image of the North Sea. The smaller patches below the first
four images correspond to the simulations by Frisvad et al.
[FCJ07] for the same types of water, and are shown for com-
parison purposes. Our simulations based on radiative trans-
fer approximately match their simulations based on Lorenz-
Mie theory. The differences are mainly owed to two factors:
on the one hand, the overall darker tone in our images is due
to in-water absorption, whereas [FCJ07] renders the surface

of the water body; on the other hand, the absence of inelas-
tic scattering effects in [FCJ07] can have a visible influence
the final appearance of water, as shown in Figure 4 for the
Baltic case. The properties of the water have been adjusted
according to measurements found in [BSF∗03] [Mob94] for
our bio-optical model and [BSF∗03] in the model by Frisvad
et al. In both cases, it is only the changes in the constituents
of the waters which yield the different colors. We have addi-
tionally performed a numerical analysis of the in-water radi-
ance field, to quantify the influence of each constituent. The
results can be seen in Figure 5.

6. Conclusion

We have presented a complete bio-optical model of ocean
water based on parameterizing its intrinsic optical proper-
ties. Relying on radiative transfer theory, we obtain the re-
sulting in-water light field by extending the rendering algo-
rithm presented in [GMAS05]. The extension can now han-
dle more complex interactions between light and water, in-
cluding inelastic scattering with anti-Stokes behavior, where
the scattered photon absorbs energy from the medium and is
re-emitted at higher energies. We have additionally studied
the influence of the parameters in the apparent optical prop-
erties of water in the scene, which are defined by the light
field obtained. We have performed an energy-balance anal-
ysis, and visual validation of the method has been provided
by direct comparison with images by Frisvad et al. [FCJ07],
rendering different types of waters based on published con-
stituent data.

We have included Raman scattering by pure water and
fluorescence by phytoplankton and CDOM as inelastic scat-
tering events with energy transfers. Even though their com-
bined quantitative contribution to the overall radiance field

is usually less than 2% (see Figure 5), this relatively small
percentage does have a clear influence on the apparent op-
tical properties, as Figure 4 shows. We thus argue that
these events, usually overlooked in computer graphics litera-
ture, are qualitatively important for underwater imagery and
should be included in a complete simulation. Other types
of inelastic scattering such as Compton, Bragg or Brillouin

could also be added, although their influence is more incre-
mental. Other particulate elements could be easily added as
well just by including their corresponding absorption and
scattering coefficients in the model; however, the three con-
stituents treated here (phytoplankton, minerals and detritus
and CDOM) have the most influence in the final radiance
field.

The results show how the model developed can easily
be used for physically-based simulations of underwater im-
agery. We believe this work can be of interest not only in
the computer graphics community, but in remote sense or
oceanographic studies as well.

Figure 4: The influence of inelastic scattering in the appar-

ent optical properties of water (Baltic sea): Left, no inelastic

scattering. Center, just chlorophyll inelastic scattering (as

in [GMAS05]). Right, all inelastic scattering events included

in the simulation.

Figure 5: Radiance distribution of the resulting in-water

light field per type of event (Baltic Sea).
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Figure 7: (a) Input photograph, compared to our face model with (b) spatially-varying Torrance-Sparrow; (c) spatially-varying Blinn-Phong;
and (d) uniform Torrance-Sparrow BRDF models.

5.4 Measuring Translucency

Our subsurface measurement device is an image-based version of
a fiber optic spectrometer with a linear array of optical fiber detec-
tors [Nickell et al. 2000] (see Figure 8). Similar, more sophisticated

Figure 8: Left: A picture of the sensor head with linear fiber array.
The source fiber is lit. Right: The fiber array leads to a camera in
a light-proof box. The box is cooled to minimize imaging sensor
noise.

devices called Laser Doppler Flowmetry (LDF) probes are used
to measure micro-circulatory blood flow and diffuse reflectance in
skin [Larsson et al. 2003]. The advantage of our device over LDF or
the measurement procedure in [Jensen et al. 2001] is that it can be
safely used in faces. Light from a white LED is coupled to a source
fiber. The alignment of the fibers is linear to minimize sensor size.
A sensor head holds the source fiber and 28 detection fibers. A dig-
ital camera records the light collected by the detector fibers. The
camera and detector fibers are encased in a light-proof box with air
cooling to minimize imager noise. We capture 23 images bracketed
by 2/3 f-stops to compute an HDR image of the detector fibers. The
total acquisition time is about 88 seconds.

Figure 9 shows the sensor head placed on a face. We have chosen
to measure three points where the sensor head can be placed reli-
ably: forehead, cheek, and below the chin. For hygienic reasons we
do not measure lips. We found that pressure variations on the skin
caused by the mechanical movement of the sensor head influence
the results. To maintain constant pressure between skin and sen-
sor head we attached a silicone membrane connected to a suction
pump. This greatly improves the repeatability of the measurements.
For more details on the subsurface device and calibration procedure
see [Weyrich et al. 2006].

Previous work in diffuse reflectometry [Nickell et al. 2000] sug-
gests that some areas of the human body exhibit anisotropic subsur-
face scattering (e.g., the abdomen). We measured two-dimensional

Figure 9: Left: The sensor head placed on a face. Top: Sensor fiber
layout. The source fiber is denoted by a cross. Bottom: An HDR
image of the detector fibers displayed with three different exposure
values.

subsurface scattering on the abdomen, cheek, and forehead for a
few subjects. We verified the presence of significant anisotropy in
the abdominal region (see Figure 10). However, the plots show

Figure 10: Subsurface scattering curves for abdomen, cheek, and
forehead measured along 16 1D profiles.

that the diffuse subsurface scattering of facial skin can be well ap-
proximated with an isotropic scattering model. Consequently, we
measure only a one-dimensional profile and assume rotational sym-
metry.

We fit the analytic BSSRDF model of Jensen et al. [2001] to
the data points of each subsurface measurement, providing us with
the reduced scattering coefficient σ ′

s and absorption coefficient σa.
From the measured σa and σ ′

s data we can derive the effective trans-
port coefficient:

σtr =
√

3σa(σa +σ ′
s) ≈ 1/!d . (15)

!d is the diffuse mean free path of photons (mm) and provides a
measure of skin translucency.

Table 1 shows the mean and variance of σtr for a sample popula-
tion of various people (see Section 7). The measurement points on
cheek and forehead are quite similar in translucency. The measure-
ment point on the neck underneath the chin shows a rather different
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Leaf structure

From “Botany Basics,” http://extension.oregonstate.edu/mg/botany/index.html
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Skin model

High resolution head scan (~10M triangles)

Three layer skin model

Parameters based on “Tissue Optics,” Tuchin 2000



Scattering

Model courtesy XYZRGB, parameters from Tuchin 2000
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Skin structure
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Skin structure

Images from [Matts et al. 2007]
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Skin structure

Images from [Matts et al. 2007]
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Melanin variation

Total melanin volume fraction
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Heterogeneity through inter-scattering

Sum of 2D products of convolutions

Φ∗R+
12 = Φ∗R+

1 + Φ∗T +
1 A ∗R+

2 A ∗T−
1

+ Φ∗T +
1 A ∗R+

2 A ∗R−1 A ∗R+
2 A ∗T−

1 + · · ·
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R =
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i=1

wiG(vi)

Φ ∗ R =
k∑

i=1

wiG(vi) ∗ Φ

Efficient Convolution

Sum of weighted 
gaussians

Separable convolution

Efficient evaluation

Irradiance convolution

[d’Eon et al. 2007]
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Skin conditions
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Model flexibility

Number of model 
parameters

Numerical stability of fit

Type  Properties Properties
I  white – subject to sunburn
II  tan – capable of tanning
III  dark – capable of tanning
IV  dark
V  very dark
VI  very dark
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Acquiring Scattering Properties of Participating Media by Dilution
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(a) Acquired photographs (b) Rendering at low concentrations (c) Rendering at natural concentrations

Figure 1: (a) Photographs of our simple setup consisting of a glass tank and a bulb, filled with diluted participating media (from top, MERLOT, CHARDON-
NAY, YUENGLING beer and milk). The colors of the bulb and the glow around it illustrate the scattering and absorption properties in these media. At low
concentrations, single scattering of light is dominant while multiple scattering of light is negligible. From a single HDR photograph, we robustly estimate all
the scattering properties of the medium. Once these properties are estimated, a standard volumetric Monte Carlo technique can be used to create renderings at
any concentration and with multiple scattering, as shown in (b) and (c). While the colors are only slightly visible in the diluted setting in (b), notice the bright
colors of the liquids - deep red and golden-yellow wines, soft white milk, and orange-red beer - in their natural concentrations. Notice, also the differences in
the caustics and the strong interreflections of milk onto other liquids.

Abstract
The visual world around us displays a rich set of volumetric ef-
fects due to participating media. The appearance of these media
is governed by several physical properties such as particle densi-
ties, shapes and sizes, which must be input (directly or indirectly)
to a rendering algorithm to generate realistic images. While there
has been significant progress in developing rendering techniques
(for instance, volumetric Monte Carlo methods and analytic ap-
proximations), there are very few methods that measure or estimate
these properties for media that are of relevance to computer graph-
ics. In this paper, we present a simple device and technique for
robustly estimating the properties of a broad class of participating
media that can be either (a) diluted in water such as juices, bever-
ages, paints and cleaning supplies, or (b) dissolved in water such as
powders and sugar/salt crystals, or (c) suspended in water such as

∗e-mail:srinivas@cs.cmu.edu

impurities. The key idea is to dilute the concentrations of the me-
dia so that single scattering effects dominate and multiple scatter-
ing becomes negligible, leading to a simple and robust estimation
algorithm. Furthermore, unlike previous approaches that require
complicated or separate measurement setups for different types or
properties of media, our method and setup can be used to measure
media with a complete range of absorption and scattering proper-
ties from a single HDR photograph. Once the parameters of the
diluted medium are estimated, a volumetric Monte Carlo technique
may be used to create renderings of any medium concentration and
with multiple scattering. We have measured the scattering param-
eters of forty commonly found materials, that can be immediately
used by the computer graphics community. We can also create re-
alistic images of combinations or mixtures of the original measured
materials, thus giving the user a wide flexibility in making realistic
images of participating media.

1 Introduction
Very often in our daily lives, we see participating media such as
fluids (juices, beverages, milks) and underwater impurities (natu-
ral ocean, river and lake waters). The propagation of light through
these media results in a broad range of effects, including softer ap-
pearance of milk, coloring of wines and juices, the transformation
of appearances when liquids are mixed (coffee with milk, and cock-
tails), the brilliant caustics from glasses containing these liquids,
and low visibility in underwater situations. These effects inher-
ently depend on several physical properties of the media such as



scattering nature, sizes, shapes, and densities of particles [Hulst
1957; Chandrasekhar 1960]. Rendering these effects accurately is
critical to achieving photo-realism in computer graphics.

In the past few years, there has been a considerable effort to-
wards developing efficient and accurate rendering algorithms for
participating media, based on Monte Carlo simulation and analytic
approximations. All these algorithms and models contain parame-
ters (scattering coefficient, absorption coefficient, phase function)
that directly or indirectly represent the physical properties of the
medium. In order to faithfully render the effects of any participat-
ing medium, the right parameters must be input. Given the progress
in developing rendering algorithms, the quality of images is now
often limited by the quality of these input parameters. Since there
has so far been relatively little work in measuring or estimating
scattering properties of media relevant to computer graphics, the
parameters are currently often set in an ad-hoc manner.

This situation is similar in some ways to that of standard surface
rendering. In that case, global illumination algorithms have pro-
gressed to the point of creating almost photo-realistic images, leav-
ing the realism limited by the quality of the reflectance models, and
leading to much recent effort on measuring BRDFs. [Marschner
1998; Dana et al. 1997; Matusik et al. 2003]. However, exist-
ing methods for directly measuring physical properties for media
usually require very expensive equipment, such as the particle siz-
ing apparatus used in colloidal chemistry [Finsy and Joosten 1991;
Jaeger et al. 1991], resulting in little usable data for graphics.

Earlier efforts to estimate scattering properties from images of
media have often yielded ill-conditioned and non-unique results,
because of the difficulties of solving the inverse light transport
problem. The reasoning for the ill-conditioning of the inverse prob-
lem is mainly due to multiple scattering, which blurs the incident
light field and results in significant loss of information [McCormick
1981; McCormick 1985; Antyufeev 2000]. This is analogous to the
ill-conditioning of BRDF estimation under complex illumination
[Ramamoorthi and Hanrahan 2001]. In this paper, we take a com-
pletely different approach. The key idea is to estimate properties
of media by acquiring the data in a state where multiple scatter-
ing effects are negligible. Instead, the data is acquired when single
scattering (which does not degrade the incident light significantly)
is the dominant effect. This is achieved by diluting the material to
low concentrations.

We present a simple and inexpensive experimental setup, along
with a robust and accurate technique for measuring the scattering
properties of a broad class of participating media that can be either
(a) diluted in water such as juices, beverages, paints and clean-
ing supplies, or (b) suspended in natural waters such as impurities
and organisms, or even (c) dissolved in water such as powders and
sugar or salt crystals. These media collectively have a wide range
of scattering and absorption properties. We first derive a simple
image formation model for single scattering of light in our setup.
Through extensive simulations of both our model and ground truth
(with multiple scattering), we then determine the space of concen-
trations and scattering properties of media for which single scat-
tering is dominant. Within this regime of valid concentrations, we
conduct simulations to demonstrate that our estimation technique
uniquely solves the inverse single scattering light transport prob-
lem. Finally, we present a simple experimental procedure to deter-
mine the best concentration (dilution) for any material despite no
prior knowledge of its scattering properties.

We have used our approach to create a dataset of scattering pa-
rameters for forty commonly found materials, which can be di-
rectly used for computer graphics rendering. Once the scattering
parameters have been estimated, they can be used to render realis-
tic images of arbitrary concentrations of the material with multiple
scattering, using a standard physically based volumetric rendering
algorithm. Figure 1 shows two renderings of a scene with four

Medium Property Notation
Concentration or Volume Fraction C
Scattering Coefficient (mm−1) β
Absorption Coefficient (mm−1) κ
Extinction Coefficient (mm−1) σ = β +κ
Single Scattering Albedo ω = β/σ
Scattering Angle θ
Henyey-Greenstein (H-G) Parameter g

H-G Phase Function P(g,θ ) = 1
4π

1−g2

(1+g2−2gcosθ )3/2

Figure 2: The different scattering properties of a participating medium
and their notations used in this paper. Light transport equations are usu-
ally written in terms of three parameters σ , β and g. We estimate these
parameters for participating media based on single scattering.

liquids in their natural high density states and their diluted states.
The scattering parameters of each material were computed using a
single HDR photograph of our setup. Notice the bright saturated
colors obtained despite the murky appearance of the diluted states.
We can also create realistic images of mixtures of the original mea-
sured materials, thus giving the user a wide flexibility in creating
realistic images of participating media.

2 Related Work
Figure 2 shows the most common properties of participating me-
dia including the scattering and absorption coefficients, and the
phase function (angular scattering distribution represented by the
Henyey-Greenstein (H-G) model [Henyey and Greenstein 1941]).
The scattering and absorption coefficients are proportional to the
concentration or volume fraction of the particulate medium. We
will briefly review some of the representative works on the direct
measurement and indirect estimation of these parameters.

Estimation based on analytic approximations to light
transport. Surprisingly, little work has been done in computer
graphics on the measurement of scattering properties of media. A
recent work is that of [Jensen et al. 2001], on the diffusion model
for subsurface scattering. They present a measurement of a num-
ber of translucent materials. However, the diffusion approxima-
tion assumes multiple scattering for optically dense media, so that
only a limited amount of information on the scattering parameters
can be estimated. For instance, this approximation is independent
of the phase function of the medium, and therefore this impor-
tant property cannot be estimated. Furthermore, the diffusion is
a poor approximation when scattering is comparable to absorption
[Prahl 1988]. The analytic multiple scattering model presented in
[Narasimhan and Nayar 2003] has also been used to estimate prop-
erties of only purely scattering media (visibility and type of weather
such as fog and mist). Our focus is somewhat different in consider-
ing fluids like juices or beverages, instead of subsurface scattering
in translucent solids like marble and skin, or weather conditions
such as fog. Nevertheless, our approach is valid for media with the
entire range of absorbing and scattering properties, significantly ex-
tending the class of measurable media for graphics.

Most recently, Hawkins et. al., [2005] measure the extinction
coefficient of optically thin smoke from the exponential attenua-
tion of a laser beam in a tank. They also use a separate mirror
setup to directly measure the phase function (see below). In con-
trast, our setup uses divergent beams from a simple bulb to include
more light in the volume (than a single laser beam) for robust mea-
surements, and requires only a single photograph to measure all
scattering properties shown in Figure 2.

Numerical solution to inverse light transport: In cases
where there are no analytic solutions to light transport, several
works have taken a numerical approach to estimate scattering prop-
erties [McCormick 1996; Antyufeev 2000]. However, it is widely



known, that inverse problems in radiative transfer that take into ac-
count multiple scattering are ill-conditioned and require regulariz-
ing assumptions to obtain reliable estimates. See the reports and
critiques by McCormick et al [1981; 1985]. Furthermore, the com-
putational complexity of such inverse estimation techniques make
it hard for measuring large sets of media for computer graphics
or vision applications. Our focus here is on estimating scattering
properties of media that can be measured in a state where multiple
scattering is negligible.

The observation that single scattering is dominant for optically
thin media has been made by [Hawkins et al. 2005; Sun et al. 2005].
We exploit this observation and apply the single scattering model
for the first time to a large class of materials which exhibit signifi-
cant multiple scattering in their natural states of existence. We also
determine the exact range of optical thicknesses for which single
scattering is dominant for media with arbitrary scattering proper-
ties, and propose an experimental procedure to ensure the domi-
nance of single scattering in real data.

Goniophotometry is often used to directly measure the phase
function. Here, several detectors measure radiance in different
directions after being scattered by a very small volume of the
medium. [Fuchs and Jaffe 2002] use thin laser light sheet mi-
croscopy for detecting and localizing microorganisms in ocean wa-
ters. [Boss and Pegau 2001; Oishi 1990] investigate the relation-
ship of light scattering at a single angle and the extinction coef-
ficient using specialized receivers and transmitters. However, all
these techniques assume that there is no attenuation of light through
the sample and require expensive devices with precise alignment of
detectors and transmitters. In contrast, our setup is extremely sim-
ple (consisting of a glass tank and an off the shelf bulb), and our
technique robustly estimates all properties from only a single pho-
tograph, thus making it inexpensive and easy to measure a large
number of participating media.

3 Single Scattering in Dilute Media
Our approach is to measure media in a state where single scattering
is dominant and multiple scattering is negligible. This is achieved
by diluting the otherwise optically thick media, such as fluids, in
water. The process of dilution does not usually corrupt the inher-
ent scattering properties of media1 since the scattering and absorp-
tion of pure water itself is negligible for very small distances (less
than 50 cm) [Sullivan 1963]. We begin by presenting our acquisi-
tion setup and an image formation model for single scattered light
transport within the measurement volume. We will then present
extensive simulations of this model and compare with traditional
Monte-Carlo approaches that include multiple scattering, to derive
a valid space of scattering parameters over which single scattering
is dominant. Based on this simulation, we design a simple experi-
mental procedure to choose the best concentration for any particu-
lar medium. Later, we will describe our algorithm to estimate the
scattering parameters using our image formation model.

3.1 Acquisition Setup
The measurement apparatus, shown in Figure 3, consists of a
25 × 30 × 30 cm3 tank that is filled with the diluted scattering
medium. The depth of the tank is large enough to ensure the scat-
tering angles are adequately covered (0 to 175 degrees). The vol-
ume of the tank is designed to be large enough to dilute concen-
trated media such as milk. Two sides of the tank are constructed
using anti-reflection glass and the other sides using diffuse black
coated acrylic. A small frosted (diffuse) glass bulb fixed to a side

1When crystals are dissolved in water, they may exhibit different scat-
tering properties due to ionization.

Frosted Bulb

Anti-reflection glass

Figure 3: Two views of the apparatus used to measure scattering proper-
ties of water-soluble media. A glass tank with rectangular cross-section is
fitted with a small light bulb. The glass is anti-reflection coated. Different
volumes of participating media are diluted with water in the tank, to simu-
late different concentrations. A camera views the front face of the tank at
normal incidence to avoid refractions at the medium-glass-air boundaries.
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Figure 4: A volume filled with a homogeneous participating medium and
illuminated by an isotropic point light source. A camera views the front face
of the volume at normal incidence. The path of one single-scattered ray as it
travels from the source to the camera is shown. This ray is first attenuated
in intensity over a distance d, is then scattered at an angle π − θ , and
finally, is attenuated again over a distance z, before reaching the camera.
The irradiances due to all the rays that scatter into a viewing direction must
be integrated to obtain the final camera irradiance.

of the tank illuminates the medium. A Canon EOS-20D 12-bit
3504x2336 pixel digital camera with a zoom lens is placed five
meters away from the tank and observes a face of the tank at nor-
mal incidence. The field of view occupied by the tank in the im-
age is three degrees and is therefore approximately orthographic.
Orthographic projection avoids the need for modeling refractions
of light rays at the medium-glass-air interfaces. In all our experi-
ments, about 25 different exposures (1/500s to 10s) were used to
acquire HDR images.

3.2 Image Formation Model
Although the basic principles of single scattering are well known,
the exact nature of the image formation model depends on the ge-
ometry of the volume and the locations of the source and the cam-
era. Figure 4 illustrates the illumination and measurement geome-
try based on our acquisition setup. For simplicity, we will assume
that the medium is illuminated by an isotropic point light source
(later we extend the analysis to area sources) of intensity I0 that is
located at the coordinates (0,B,H).

Consider the path of one single-scattered light ray (thick ray in
Figure 4) in the medium as it travels from the source to the camera.
This ray is first exponentially attenuated in intensity for a distance
d. At location U (x,y,z), depending on the phase function P, a
fraction of the light intensity is scattered at an angle π−θ . Finally,
the ray is attenuated again for a distance z, before it reaches the
camera. Mathematically, the irradiance at the camera produced by



this ray is written as [Sun et al. 2005],

E(x,y,z) =
I0
d2 . e−σd . β P(g,π−θ ) . e−σz .

d =
√

x2 +(y−H)2 +(z−B)2 , cosθ=(z−B)/d .(1)

Here, P(g,π−θ ) is the Henyey-Greenstein (H-G) phase function,
and β and σ are the scattering and extinction coefficients (Figure
2). Then, the total irradiance E at pixel (x,y) in the camera is ob-
tained by integrating intensities due to all rays that are scattered at
various angles along the pixel’s line of sight (Z-direction),

E(x,y) =
2B∫
0

E(x,y,z)dz

= β
2B∫
0

I0 e−σ(z+
√

x2+(y−H)2+(z−B)2)

x2 +(y−H)2 +(z−B)2
P(g,π−θ ) dz . (2)

The above equation relates the camera irradiances as a function of
the three medium parameters, σ , β and g. Although obtaining an
analytic (closed-form) solution to the above integral is hard [Sun
et al. 2005], it is straightforward to evaluate it numerically.

3.3 Space of valid medium parameters
Different materials have their own natural densities and scattering
properties, which are all unknown before experimentation. So, how
do we know if single scattering is dominant at a particular concen-
tration for a given material? Note that the scattering β , absorption
κ and extinction σ , coefficients are proportional to the concentra-
tion (fraction of volume diluted in water) of the medium. Thus,
we performed exhaustive simulations to derive the complete space
of parameters for which the above image formation model is ac-
curate2. For ground truth, we simulated the irradiances obtained
using multiple scattering for the same set of parameter values, us-
ing a standard volumetric Monte Carlo technique. Figure 5 shows
a plot of the differences between energies captured by the single
scattering and multiple scattering simulations for a set of parame-
ter values. From the RMS errors in the plot, we can define the up-
per bounds on the parameters κ and σ = β +κ as those for which
the energy differences between our model and the ground truth are
less than five percent. For example, the valid domain where single
scattering is dominant, is approximately σ < 0.04 for κ < 0.004 .

3.4 How to choose the best concentration?
Based on the simulations, we present an experimental method to
determine the best concentration for our measurements. Figure
6 shows images acquired of different concentrations of milk and
MERLOT. Which among these images should we use to measure
the scattering properties? Several heuristics may be used to decide
on a particular concentration. For instance, the extent of blurring of
the light source provides us a good clue to determine whether multi-
ple scattering is significant (rightmost image in Figure 6). A better
heuristic is to compute an approximation to the extinction coeffi-
cient σ from the attenuated brightness of the light source. Under
single scattering, the radiance in the direction of the source (dis-
tance d) can be approximated using exponential attenuation as:

E(0)≈
(

I0
d2

)
e−σ̂ d , (3)

2This extends the simulations in [Sun et al. 2005], where a small part of
the possible parameter space (pure isotropic scattering) was considered.
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Figure 5: Plot showing the differences between irradiances obtained by
simulating single scattering and multiple scattering (ground truth) models,
for a large space of parameter values σ and κ = σ−β . An upper bound on
the differences of, say, 5%, can be used to define the range of parameters for
which single scattering is a valid approximation. From the plot, the valid
range is approximately σ < 0.04 for κ < 0.004 .

where σ̂ is an estimate of the extinction coefficient σ . In the ab-
sence of multiple scattering, this estimate is closer to the true value
of σ (and varies linearly with concentration), whereas, in the pres-
ence of multiple scattering, this estimate is called diffuse or reduced
attenuation coefficient [Ishimaru 1978] and is usually much lesser
than σ . Thus, we can determine whether the concentration can be
used for measurement by observing the plot (Figure 7 of σ̂ versus
the volume fraction of the medium diluted with water). Figure 7
shows that after a certain amount of milk is added to water, the
σ̂ no longer remains linear with concentration (dashed line), and
must not be used for measurements. For a purely absorbing liquid
like wine (MERLOT), the plot is completely linear and any image
that has the best signal-to-noise ratio may be used. Similarly, the
plot shows that coke scatters, albeit weakly, and ESPRESSO coffee
scatters light strongly. We use this simple procedure to try several
concentrations and observe where the linearity in the plot fails to
determine the best concentration. As a further test, we check if the
estimated parameters from this concentration lie within the valid
space of parameters simulated above.

9ml 15ml 20ml

900ml 1500ml 16250ml

Figure 6: Images illustrating different degrees of scattering and absorp-
tion. [Top row] Images of milk at various concentrations. Since milk is a
highly scattering liquid, we observe an increase in blurring with increasing
concentration. [Bottom Row] Images of red wine at various concentrations.
Red wine is a highly absorbing liquid, showing only a saturation of the bulb
color with increasing concentration, and no blurring. The highlighted im-
ages are chosen for estimating the parameters.
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Figure 7: Plot of extinction coefficient estimate σ̂ as a function of the vol-
ume of the media diluted in water in the measurement apparatus. The plots
are linear when multiple scattering is negligible and single scattering is
dominant. As the concentrations of media (and hence multiple scattering)
increase, the estimated σ̂ is less than the true extinction coefficient σ . For
a highly scattering medium such as milk, the linearity fails at very low con-
centrations, while for an absorbing medium such as MERLOT, the linearity
is always preserved.

4 Estimating Medium Properties based
on Single Scattering

In this section, we present a non-linear minimization algorithm to
estimate the properties of the medium (σ , β and g), from the mea-
sured image irradiances E(x,y) (see Equation (2)). We then demon-
strate the accuracy of the algorithm through extensive simulations.

4.1 Formulating the Error Function
The error at each pixel is written as the difference between the mea-
sured irradiance E(x,y) and the irradiance predicted by the model
in equation 2,

F (x,y) = E(x,y)−RHS(x,y) . (4)

Here RHS(x,y) is the numerically evaluated right hand side integral
in the model of equation 2. Then, the parameters σ , β and g can be
estimated by computing the global minimum of the sum of squares
of the errors of all the pixels, as,

min
β ,σ ,g

∑
y
∑
x

F 2(x,y) . (5)

The above function essentially requires a 3-parameter search. How-
ever, note that the parameter β is a global scale factor. Thus, we
can eliminate β by defining a normalized error function as,

Fnorm(x,y) =
E(x,y)

max
x,y

E(x,y)
− RHS(x,y)

max
x,y

RHS(x,y)
. (6)

Now, instead of requiring a 3-parameter search, the above problem
can be reduced to a 2-parameter search that minimizes the normal-
ized objective function to estimate σ and g:

min
σ ,g ∑y ∑x

F 2
norm(x,y) . (7)

Then, the scale factor β can be recovered using the original func-
tion F . To compute the global minimum, we use Nelder-Meade
search implemented by the MatlabTM function ”fminsearch”.
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Figure 8: Plot showing the errors in reconstruction of the single scattering
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4.2 Estimation Accuracy using Simulations
Fortunately, since the space of the possible parameters is small (see
Section 3.3), exhaustive simulation of the above algorithm is pos-
sible. We only show the correctness of the estimated parameters
σ and g, using Equation (7). The estimation of the scale factor β
then follows trivially. Gaussian noise of unit standard deviation was
added in all our simulations. The non-linear search was initialized
randomly for both the parameters σ and g. The plot in Figure 8
shows the error in the estimated parameters as compared to ground
truth values. In all the cases, the estimation errors were less than
0.0001%, and the number of iterations required for convergence
was less than 100. Since the numerical evaluation of the integral is
very fast, the time for convergence is usually of the order of a few
minutes. This demonstrates that the inverse estimation is fast and
results in unique and correct parameters.

4.3 Implementation Issues
We present two issues that need careful implementation for our al-
gorithm to be successful on real images.
Calibrating the area source: Our method does not rely on
isotropic point sources but requires only a calibrated divergent
source to take advantage of the different phase angles measured
in the same view and hence, any off-the-shelf bulb suffices. For our
real setup, we have implemented a spherical diffuse area source. To
compute the irradiance at any point P within the tank, we sample
(using roughly 10x10 samples) the hemisphere of the bulb that is
visible to that point P. The non-uniform directional intensities and
intensity fall-off were calibrated carefully by using a light meter at
discrete 3D locations within the tank. The camera also measures
a pure water image (without any scattering or absorption) to give
the image irradiance of each source element (sample). This irradi-
ance along with the fall-off value and the pixel solid angle is used
to determine the intensity without scattering.
Instabilities in the H-G phase function for highly absorbing me-
dia: The H-G phase function was designed for scattering media
and is not defined for purely absorbing media. However, for highly
absorbing media, the scattering coefficient β is very low and the
average cosine g ≈ 1 since rays only pass straight through, much
like highly forward scattering media. Even though this was not
a problem in simulations, the instability for g > 0.95 can be high
in real experiments. For this special case, we simply use a trun-
cated legendre polynomial expansion of the H-G phase function as
P(g,θ ) = ∑i (2i+1)gi Li(θ ) , and truncate to less than 100 terms.
As an undesirable byproduct the fits may show some “ringing” at
the tail of the phase function. However, this truncated function
still fits higher brightness well and thus does not affect appearance
strongly. Despite this instability, the H-G phase function is flexible
enough to model the scattering behavior of all our materials.



Grape Juice ERA Detergent Strawberry Shampoo

Lemon Tea Powder Chocolate milk (regular) Pink Lemonade Powder

Cappuccino Powder Coffee Espresso Low Fat Milk

Figure 9: Captured photographs of a variety of water-soluble media illus-
trating different degrees of scattering and absorption. For highly scattering
media such as milk, chocolate milk and espresso, we observe a significant
blur around the bulb. For highly absorbing media such as grape juice, there
is very little scattering. All the images have wide dynamic range of inten-
sities and hence, we have tone-mapped them for illustration. Please see
supplementary material for more images.

5 Actual Measurements and Validation
Using our approach, we have measured the scattering properties of
a broad class of forty commonly found participating media that can
be either (a) diluted in water such as juices (for example, apple,
strawberry, orange), beverages (for example, coffee, soft drinks,
milks, wines, beers), cleaning supplies (detergents), or (b) sus-
pended in natural waters such as impurities and organisms, or even
(c) dissolved in water such as powders and sugar, salt crystals. In
addition to liquids available at the usual supermarkets, we have
also collected four samples from different locations and depths in
the Pacific ocean. We then present detailed validation by showing
that our parameters extrapolate correctly to higher concentrations
as well, where multiple scattering is prominent.

A subset of nine photographs of the diluted set of liquids con-
tained in the glass tank is shown in Figure 9, similar to the four
in Figure 1. Together, these include representative types of media
such as highly scattering, highly absorbing and moderate levels of
absorption and scattering. The images show a high dynamic range
of brightness and are enhanced to show the scattering effects. The
set of scattering parameters for all the media is shown in Table 1.
The extinction (σ ) and scattering (β ) coefficients are given for each
of the three color channels, red, green and blue. The phase function
parameter g is also shown for the three color channels. Note that all
the extinction and scattering coefficients are less than 0.04 in accor-
dance with our simulations in Section 3.3. Also, as expected, in all
cases, the scattering coefficient does not increase with wavelength.

5.1 Fits to Measured Brightness Profiles
We demonstrate the accuracy of our technique by reconstructing
the photographs using the estimated parameters. Although we con-
sidered the brightness at all pixels in the captured photographs, for
illustration purposes we show only the profile of intensity values
in the direction that is radially outward from the source. Figure 10
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Figure 10: Fits obtained using the estimated parameters as compared
against the corresponding measured brightness profiles in the captured pho-
tographs. The brightness profile is measured radially outward from the
source in the image. The red, green and blue plots correspond to the three
color channels of the camera. The match between the estimated and mea-
sured data demonstrates the accuracy of the estimation technique. The fits
for six (out of 40) representative materials with varying degrees of absorp-
tion and scattering are shown. Please see the supplementary material for
more plots.

shows the good fits obtained using the estimated parameters com-
pared against the measured profiles for a subset of six materials of
varying degrees of scattering and absorption properties (please re-
view supplementary document for plots of other materials). When
there is no scattering (pure absorption), fitting a scattering model
can induce some “ringing” effect in the dark tail end of the profile.
We can detect this special case and use the attenuation model to
compute the absorption coefficient (κ = σ ).

5.2 Extrapolation to higher concentrations
The extinction and scattering coefficients are proportional to the
concentration of the medium. Thus, if β1 and σ1 are estimated at
concentration c1, then the coefficients β2 and σ2 at another concen-
tration c2 can be extrapolated using:

β2 = β1

(
c2

c1

)
, σ2 = σ1

(
c2

c1

)
. (8)

Note, however, that g is independent of the medium concentration.
While we estimate the parameters from lower concentrations, it is
important to ensure that the parameters can be scaled to any con-
centration (where multiple scattering cannot be ignored) to produce
accurate scattering effects. We show an example validation using
fits obtained in comparison to the measured brightness profiles of
chocolate milk at various concentrations. Figure 11 shows the fits



Material Name
Extinction Coefficient (σ ) Scattering Coefficient (β ) Average Cosine % RMS

Volume (×10−2 mm−1) (×10−2 mm−1) (g) Error
R G B R G B R G B

Milk (lowfat) 16ml 0.9126 1.0748 1.2500 0.9124 1.0744 1.2492 0.932 0.902 0.859 0.95
Milk (reduced) 18ml 1.0750 1.2213 1.3941 1.0748 1.2209 1.3931 0.819 0.797 0.746 1.27
Milk (regular) 15ml 1.1874 1.3296 1.4602 1.1873 1.3293 1.4589 0.750 0.714 0.681 1.56
Coffee (espresso) 8ml 0.4376 0.5115 0.6048 0.2707 0.2828 0.2970 0.907 0.896 0.880 1.90
Coffee (mint mocha) 6ml 0.1900 0.2600 0.3500 0.0916 0.1081 0.1460 0.910 0.907 0.914 2.00
Soy Milk (lowfat) 16ml 0.1419 0.1625 0.2740 0.1418 0.1620 0.2715 0.850 0.853 0.842 1.75
Soymilk (regular) 12ml 0.2434 0.2719 0.4597 0.2433 0.2714 0.4563 0.873 0.858 0.832 1.68
Chocolate Milk (lowfat) 10ml 0.4282 0.5014 0.5791 0.4277 0.4998 0.5723 0.934 0.927 0.916 1.04
Chocolate Milk (regular) 16ml 0.7359 0.9172 1.0688 0.7352 0.9142 1.0588 0.862 0.838 0.806 2.19
Soda (coke) 1600ml 0.7143 1.1688 1.7169 0.0177 0.0208 0.0000 0.965 0.972 − 4.86
Soda (pepsi) 1600ml 0.6433 0.9990 1.4420 0.0058 0.0141 0.0000 0.926 0.979 − 2.92
Soda (sprite) 15000ml 0.1299 0.1283 0.1395 0.0069 0.0089 0.0089 0.943 0.953 0.952 3.22
Sports Gatorade 1500ml 0.4009 0.4185 0.4324 0.2392 0.2927 0.3745 0.933 0.933 0.935 3.42
Wine (chardonnay) 3300ml 0.1577 0.1748 0.3512 0.0030 0.0047 0.0069 0.914 0.958 0.975 5.10
Wine (white zinfandel) 3300ml 0.1763 0.2370 0.2913 0.0031 0.0048 0.0066 0.919 0.943 0.972 5.49
Wine (merlot) 1500ml 0.7639 1.6429 1.9196 0.0053 0.0000 0.0000 0.974 − − 4.56
Beer (budweiser) 2900ml 0.1486 0.3210 0.7360 0.0037 0.0069 0.0074 0.917 0.956 0.982 5.61
Beer (coorslight) 1000ml 0.0295 0.0663 0.1521 0.0027 0.0055 0.0000 0.918 0.966 − 4.89
Beer (yuengling) 2900ml 0.1535 0.3322 0.7452 0.0495 0.0521 0.0597 0.969 0.969 0.975 4.48
Detergent (Clorox) 1200ml 0.1600 0.2500 0.3300 0.1425 0.1723 0.1928 0.912 0.905 0.892 1.99
Detergent (Era) 2300ml 0.7987 0.5746 0.2849 0.0553 0.0586 0.0906 0.949 0.950 0.971 4.17
Apple Juice 1800ml 0.1215 0.2101 0.4407 0.0201 0.0243 0.0323 0.947 0.949 0.945 4.92
Cranberry Juice 1500ml 0.2700 0.6300 0.8300 0.0128 0.0155 0.0196 0.947 0.951 0.974 4.60
Grape Juice 1200ml 0.5500 1.2500 1.5300 0.0072 0.0000 0.0000 0.961 − − 5.19
Ruby Grapefruit Juice 240ml 0.2513 0.3517 0.4305 0.1617 0.1606 0.1669 0.929 0.929 0.931 2.68
White Grapefruit Juice 160ml 0.3609 0.3800 0.5632 0.3513 0.3669 0.5237 0.548 0.545 0.565 2.84
Shampoo (balancing) 300ml 0.0288 0.0710 0.0952 0.0104 0.0114 0.0147 0.910 0.905 0.920 4.86
Shampoo (strawberry) 300ml 0.0217 0.0788 0.1022 0.0028 0.0032 0.0033 0.927 0.935 0.994 2.47
Head & Shoulders 240ml 0.3674 0.4527 0.5211 0.2791 0.2890 0.3086 0.911 0.896 0.884 1.91
Lemon Tea Powder 5tsp 0.3400 0.5800 0.8800 0.0798 0.0898 0.1073 0.946 0.946 0.949 2.83
Orange Powder 4tbsp 0.3377 0.5573 1.0122 0.1928 0.2132 0.2259 0.919 0.918 0.922 2.25
Pink Lemonade Powder 5tbsp 0.2400 0.3700 0.4500 0.1235 0.1334 0.1305 0.902 0.902 0.904 1.02
Cappuccino Powder 0.25tsp 0.2574 0.3536 0.4840 0.0654 0.0882 0.1568 0.849 0.843 0.926 0.67
Salt Powder 1.75cup 0.7600 0.8685 0.9363 0.2485 0.2822 0.3216 0.802 0.793 0.821 1.34
Sugar Powder 5cup 0.0795 0.1759 0.2780 0.0145 0.0162 0.0202 0.921 0.919 0.931 1.80
Suisse Mocha Powder 0.5tsp 0.5098 0.6476 0.7944 0.3223 0.3583 0.4148 0.907 0.894 0.888 1.33
Mission Bay Surface Water (1-2 hours) 3.3623 3.2929 3.2193 0.2415 0.2762 0.3256 0.842 0.865 0.912 2.48
Pacific Ocean Surface Water (1 hour) 3.3645 3.3158 3.2428 0.1800 0.1834 0.2281 0.902 0.825 0.914 2.57
Mission Bay 10ft deep Water (30 min) 3.4063 3.3410 3.2810 0.0990 0.1274 0.1875 0.726 0.820 0.921 5.10
Mission Bay 10ft deep Water (8 hours) 3.3997 3.3457 3.2928 0.1018 0.1033 0.1611 0.929 0.910 0.945 5.13

Table 1: Scattering properties for 40 different water-soluble materials estimated using our technique. The second column lists the volumes V of the materials
dissolved in 23−V litres of water to achieve the desired levels of dilution where single scattering is dominant. These parameters can be proportionately scaled
to any other volume Vn, using a scale factor of Vn/V . The percentage RMS errors (obtained over all pixels) quantify the accuracy of fits achieved with the
estimated parameters to the measured intensity profiles. Errors for all the highly scattering media are less than 3%. For low-scattering materials, the total
intensity of profiles is relatively low, thus making the estimation more sensitive to noise. Even for such low-scattering media, the errors are less than 5− 6%.
The last four rows are the parameters for various ocean water samples at their original concentrations. The time elapsed between the collection of samples
and the image acquisition is listed in the parentheses. Since the suspended particles in ocean water settle down with time, we observe a small decrease in
scattering coefficients in the sample for which 8 hours had been elapsed as compared to the one which was imaged just 30 minutes after collection. Note that
all the extinction and scattering coefficients are less than 0.04 in accordance with our simulations in Section 3.3. As expected, the scattering coefficients do
not decrease with wavelength. The scattering albedos (ratio of scattering coefficients to the extinction coefficients) is much higher for the scattering media
(milk, coffee, orange powder) as compared to the absorbing ones (coke, wine). For materials that have β = 0, the phase function parameter g is undefined. As
seen from the values of g which are closer to 1, several media are predominantly forward scattering. The parameters for the milks match those in [Jensen et al.
2001] up to a scale factor (due to the different fat contents in the milks used), providing further support for our estimation.

in this validation experiment. First, we estimate the parameters
from the photograph of only 8ml of chocolate milk diluted in wa-
ter, where single scattering is dominant. In (a), we show the fit
obtained compared against the measured intensity profile. How-
ever, for higher concentrations of 50ml, 100ml and 150ml, multiple
scattering cannot be ignored. For these cases, we scaled the coeffi-
cients (σ and β ) by factors of {50/8,100/8,150/8} (see Equation

8) and use them in a standard volumetric Monte Carlo renderer that
includes multiple scattering. The plots in (b) - (d) demonstrate the
strong fits obtained. This demonstrates that our parameters are ro-
bust enough to be extrapolated to higher concentrations. In fact,
we will show renderings of most of the liquids at their natural con-
centrations (Section 6) despite measuring the parameters at signifi-
cantly dilute states.
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Figure 11: Extrapolation of parameters to higher concentrations with mul-
tiple scattering. (a) 8 ml of chocolate milk is diluted in water and the
parameters are estimated using the measured brightness profile. (b) - (d)
The parameters estimated in (a) are scaled to higher concentrations (50ml,
100ml and 150ml) where multiple scattering cannot be ignored. Plots show
a good fit between the brightness profile obtained by extrapolating our esti-
mated parameters with a Monte Carlo renderer, and the ground truth mea-
surements. The fits are shown in logarithmic scale.

MERLOT Wine CHARDONNAY Wine

ESPRESSO Coffee YUENGLING Beer

Figure 12: Rendered scenes of liquids in a cognac glass under complex
lighting. The KITCHEN environment map [Debevec 1998] was used for
the lighting. The natural colors, shading and caustics indicate the high
accuracy of our parameters.

Pink Lemonade Powder ERA Detergent

Strawberry Shampoo Orange Powder

Figure 13: Rendered scenes of liquids and powders in a cognac glass
illuminated with a single directional white light source. The bright caustics
show the colors transmitted through the media.

6 Example Volumetric Renderings
The scattering properties estimated in this work can be input to any
volumetric rendering algorithm to create visual effects of partici-
pating media. Here, we chose brute-force volumetric Monte-Carlo
path tracing since it can be used to render arbitrary materials3. We
use photon mapping for rendering caustics. For display purposes,
we have applied a tone-mapping operator [Ward-Larson et al. 1997]
to the renderings. Indices of refraction (IOR) of these media are
also important for rendering. In initial experiments, we found the
IOR to be between 1.33 (water) and 1.42 (milk) and varying lin-
early with concentrations, by using location of total internal reflec-
tion from the top of the water surface in the tank. In current ren-
derings, we have simply used an IOR proportionate to the medium
concentrations between 1.33 and 1.42, since this does not alter the
visual appearance of the liquid drastically. We wish to perform
thorough experiments in the future.

Figure 12 shows a mosaic of images of liquids rendered in their
natural concentrations, partially filled in a cognac glass and il-
luminated by the “Kitchen Environment Map” [Debevec 1998].
These include two different types of wine (deep red MERLOT and
golden-yellow CHARDONNAY), dark brown coffee ESPRESSO,
and the golden-orange YUENGLING beer. Notice the color dif-
ferences between MERLOT (no scattering) and ESPRESSO (mod-
erate scattering) even though both of them are dark liquids. Ob-
serve that while beer and CHARDONNAY are very clear liquids,
coffee is noticeably more opaque. Similarly, Figure 13 shows a
mosaic of predominantly bright colored liquids such as the deep

3Under-sampling of path-traces can cause speckle noise seen in the ren-
derings, and is not an artifact of our estimation.
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Figure 14: Effect of changing concentrations of a highly absorbing (MERLOT) and a highly scattering (milk) liquid. In the case of wine, notice that while
the color gradually becomes deep red, the liquid remains clear, due to the lack of scattering. In the case of milk, however, we see a quick transition from a
murky appearance to a soft white appearance, due to the high scattering albedo of milk.

blue ERA detergent, the reddish strawberry shampoo, and powders
dissolved in water such as the ”pinkish” strawberry lemonade and
orange powders. These images are illuminated only by a strong
directional source to illustrate the bright caustics whose colorings
are primarily due to absorption. We also present different types of
novel visual effects obtained by changing or blending the param-
eters of different media to create realistic images of dilutions and
mixtures of the original measured materials.

Effect of changing concentrations: Figure 14 illustrates the ef-
fects of changing concentrations of media in water. The top row
shows a transition from pure water to MERLOT, obtained by scal-
ing parameters of wine as in Equation 8. Notice the changes in
caustics and the gradual deepening of the red color of the liquid.
Note that as the transition occurs, the liquid remains clear even
though the color changes; this is due to the pure absorbing nature
of wine, as depicted by our parameters. The bottom row shows
the effect of changing milk concentration in water. Since milk is
a highly scattering medium, as expected, the appearance quickly
changes from murky whitish water to soft and thick white milk.
This is because the scattering albedo β/σ is high and the phase
function parameter g is such that a significant amount of light dif-
fuses into different directions.

Blending parameters for mixtures of media: For example,
what are the properties of a mixture of ESPRESSO and milk, or
otherwise known as light coffee? Consider a medium containing a
mixture of two types of media, A and B. The properties of the indi-
vidual media are denoted with the subscripts A and B. The scatter-
ing coefficient of the mixture is obtained by a weighted average,

βmix =
VAβA +VBβB

VA +VB
. (9)

The absorption and extinction coefficients are similarly defined.

Unlike above where we just changed the scattering and absorption
coefficients, here a new phase function parameter must be defined
for the mixture as the weighted average [Key 2005],

gmix =
gAβA +gBβB

βmix
. (10)

These equations can be used to render mixtures of participating me-
dia or morph from one medium into another. Figure 15 shows mix-
ing of different proportions of milk and wine. The second example
shows a more common mixing of milk and coffee. Such mixing
between materials, for the first time, gives a user the flexibility to
create novel renderings of participating media.

7 Conclusion
Rendering the rich visual effects of participating media, like fluids
or underwater impurities, requires precise measurements of their
scattering properties. In this paper, we have developed a simple de-
vice and method for accurately estimating the scattering properties
of a variety of media that can be diluted in water. Our approach
only requires a single high dynamic range photograph. By dilut-
ing the medium, we work in the single scattering regime, where the
inverse light transport problem is well conditioned—however, we
can later render at arbitrary concentrations and even mix materials.
We have presented a database of scattering parameters for 40 com-
monly found materials. This database is the first of its kind, and
enables computer graphics practitioners to accurately render a wide
variety of participating media, rather than having to set parameters
in an ad-hoc fashion. In the future, we would like to improve this
work by investigating different phase functions and measuring in-
dices of refraction more accurately.



50% Milk + 50% Coffee 75% Milk + 25% Coffee

50% Wine + 50% Milk 75% Wine + 25% Milk

Figure 15: Mixing two liquids - milk and coffee (top) and milk and wine
(bottom), in different proportions. The wine-milk combination produces a
soft pink appearance while the ESPRESSO-milk combination produces soft
but brown appearance. (Minor noise due to Monte-Carlo under-sampling.)
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Abstract

This paper describes a novel extension of the photon mapping algorithm, capable of handling both volume multiple
inelastic scattering and curved light paths simultaneously. The extension is based on the Full Radiative Transfer
Equation (FRTE) and Fermat’s law, and yields physically accurate, high-dynamic data than can be used for image
generation or for other simulation purposes, such as driving simulators, underwater vision or lighting studies
in architecture. Photons are traced into the participating medium with a varying index of refraction, and their
curved trajectories followed (curved paths are the cause of certain atmospheric effects such as mirages or rippling
desert images). Every time a photon is absorbed, a Russian roulette algorithm based on the quantum efficiency
of the medium determines whether the inelastic scattering event takes place (causing volume fluorescence). The
simulation of both underwater and atmospheric effects is shown, providing a global illumination solution without
the restrictions of previous approaches.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Simulation of nature has always been one of the loftiest goals
of computer graphics, providing a rich range of visual phe-
nomena. Most of the times, the effect to be reproduced can
be faked using a top-down approach, where the final desired
result guides the implementation. This usually turns out rel-
atively fast, ad-hoc methods that yield more than acceptable
results. However, a physically correct simulation is neces-
sary in certain fields where accuracy is a must. Underwater
vision, driving simulators, the military, architectural light-
ing design etc. are fields where it is not enough to render an
image which resembles reality. Predictive algorithms must
be developed instead, where the image is the final visualiza-
tion of the physically correct data generated. A bottom-up
approach is then necessary: first, the basic laws of physics
that govern the phenomenon need to be described and fed to
the rendering system; the phenomenon itself will just be the
logical, inevitable output. This approach sacrifices rendering
speed in exchange for reliable, physically accurate numerical
data that can be used for purposes beyond image generation.

† e-mail: diegog@unizar.es

Two of the greatest sources of visually appealing phenom-
ena in nature are participating media and a varying index of
refraction. Participating media are the cause of such well-
known effects such as fog, clouds or blurry underwater vi-
sion, whereas a varying index of refraction yields mirages,
rippling images, twinkling stars or some spectacular sunsets.
Sources of inelastic scattering in ocean waters can greatly af-
fect visibility and alter its color, whereas distortions caused
by temperature differences can further alter the perception
of things in such environment. Simulating underwater res-
cue missions, laying submarine data cables or even the cor-
rect interpretation of ancient World Heritage sites can benefit
from an accurate description of light that includes an ampler
range of phenomena.

We present in this paper a physically-based spectral simu-
lation of light, solving the Full Radiative Transfer Equation
(FRTE) and applying Fermat’s law, which includes multi-
ple inelastic scattering as well as an accurate description of
the non-linear paths followed by the light rays in media with
a varying index of refraction. It is based on an extension of
the volume photon map algorithm presented by Wann Jensen
and Christensen [JC98]. The main contributions are a full
global illumination solution which supports non-linear light
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paths and is free of the restrictions of previous works, and
the physically-correct simulation of volume fluorescence in
participating media, caused by inelastic scattering, including
efficient computation of caustics. Atmospheric effects and
underwater imagery are simulated as case studies to demon-
strate the algorithm. To our knowledge, there is no previ-
ous research in computer graphics literature that models to-
gether physically-based inelastic scattering in participating,
inhomogeneous media where the index of refraction varies
continuously. Related previous works therefore span two dif-
ferent categories: inelastic scattering in participating media
and non-linear light propagation.

Rendering participating media is not a new field in com-
puter graphics, and an exhaustive review can be found
in [PPS97]. There are two types of scattering events in a
participating medium: elastic scattering, where no transfer
of energy occurs between wavelengths, and inelastic scatter-
ing, where such energy transfers do occur, from shorter to
longer wavelengths. Spectral global illumination algorithms
that handle participating media only take into account elas-
tic scattering, with the strategy consisting on decoupling the
solutions for each sampled wavelength, then adding them to
obtain the final image. No interaction between wavelengths
is computed. To the authors’ knowledge, the only previous
work that simulates volume inelastic scattering in participat-
ing media is owed to Cerezo and Seron [CS03], using a dis-
crete ordinate method. Unfortunately their method requires
both rectangular meshing of the geometry, as well as an an-
gular and spatial discretization which imposes high memory
requirements, thus limiting the complexity of the scenes that
can be reproduced (the problem is aggravated when simu-
lating highly anisotropic scattering). They also cannot pro-
vide a full solution, failing to render caustics. Surface inelas-
tic scattering works include [Gla95b] or [WTP01], but their
methods are not extensible to participating media.

With respect to non-linear ray tracing, the first method
to deal with non-straight light paths is owed to Berger et
al. [BTL90], refracting the ray according to Snell’s law in
each of a series of flat homogeneous layers, thus achieving a
piece-wise linear approximation of a curved path. This was
challenged by Musgrave [Mus90], who develops a purely
reflective model where rays follow a parabolic path, fol-
lowing the Kuhlar/Fabri physical model [FFLV82]. A more
general approach to non-linear ray tracing is proposed by
Gröller [Grö95], although the work does not study the influ-
ence of the index of refraction in the curvature of the rays, vi-
sualizing mathematical and physical systems instead. In the
paper by Stam and Languenou [SL96], the authors use geo-
metrical optics to describe how light bends if the index of re-
fraction of the medium varies continuously. They neverthe-
less fail to provide a physically-based analytical expression
for the index of refraction as a function of temperature and
wavelength, and solve the equations only for two specific
cases, thus losing generality. Seron et al. [SGGC05] imple-
ment a method of curved ray tracing capable of simulating

the inferior mirage and some sunset effects, although they do
not attempt to calculate any lighting, deforming pre-lit tex-
tures instead. In [HW01] gravitational light bending is visu-
alized according to the theory of general relativity, whereas
other relativity- and physics-related papers include the bend-
ing caused by neutron stars or black holes [Nem93], so they
cannot (nor pretend to) simulate the phenomena described in
this paper. Yngve et al. [YOH00] describe a simple method
to simulate the bending of light by interpolating a density
field, but they need to exaggerate the variation of the index
of refraction tenfold for the effect to be visible.

The paper is organized as follows: section 2 provides the
physically-based background, with an overview of inelastic
scattering, the FRTE and the Fermat’s law. In section 3 we
describe our extension of the volume photon map algorithm
to include inelastic scattering and curved light paths, with
sections 4 and 5 providing case studies of underwater im-
agery and atmospheric effects respectively. The discussion
of the results and some additional images are presented in
section 6, to finish the paper in section 7 with the conclu-
sions and future work.

2. Physically-based Framework

We now present the physical framework of our work, by
first introducing what inelastic scattering is, then deriving
the FRTE that needs to be solved to account for it. In or-
der to be able to compute non-linear light paths, we will use
Fermat’s law to obtain the correct trajectories.

2.1. Inelastic scattering

Inelastic scattering implies an energy transfer from wave-
length λ′ to λ, with λ′ < λ within the visible spectrum, and
gives rise to fluorescence and phosphorescence phenomena.
Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′ (called excitation wavelength), and re-emits
it at a longer wavelength λ according to a fluorescence ef-
ficiency function Pf (λ). The time lapse between the two
events is 10−11 to 10−8 seconds, so for computer graphics
it can be taken as an instantaneous process. For pure sub-
stances, re-emission is isotropic and the wavelength of the
re-emitted photons is independent of the different excitation
wavelengths, although the intensity of the re-emission does
depend on them. Phosphorescence is a similar process, gov-
erned by the phosphorescence efficiency function, with the
main difference being that the re-emitted energy declines
with time according to a function d(t).

2.2. Full Radiative Transfer Equation

Usually, participating media algorithms solve the integro-
differential Radiative Transfer Equation (RTE), which takes
into account emission, absorption and elastic scattering, but
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does not yield a solution for inelastic scattering events. Fol-
lowing the notation in [JC98], and reformulating to include
wavelength dependencies, the RTE can be written as:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+σλ(x)Li,λ(x,−→w )−

αλ(x)Lλ(x,−→w )−σλ(x)Lλ(x,−→w ) (1)

where ∂L(x,−→w )
∂x

represents the variation of radiance L at a
point x in the direction −→w , α and σ are the absorption and
scattering coefficients, Le is the emitted radiance and Li is
the in-scattered radiance. Defining the extinction coefficient
as κλ(x) = αλ(x)+σλ(x) and integrating Li,λ over the sphere
Ω we get:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w ) (2)

which is the integro-differential, wavelength-dependent RTE
governing the transport of light in participating media, with
pλ(x,−→w ′,−→w ) being the phase function that defines the re-
emission direction. However, this equation does not account
for energy transfers between wavelengths, the phenomenon
known as inelastic scattering. To be able to compute these
inelastic scattering events, we need to develop the RTE equa-
tion further, by adding a term that accounts for such energy
transfers. This term can be expressed as a double integral
over the domains of the solid angle and wavelength:

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi

(3)

where αλi
is the absorption coefficient for wavelength λi (re-

member there is no inelastic scattering without previous ab-
sorption), f (x,λi → λ) is the function that governs the effi-
ciency of the energy transfer between wavelengths, defined
as the probability of a photon of λi being re-emitted at λ.
For fluorescence and phosphorescence, this phase function
is isotropic [Mob94]. Adding this term to the RTE (equation
2) we obtain the FRTE:

∂Lλ(x,−→w )

∂x
= αλ(x)Le,λ(x,−→w )+

σλ(x)
Z

Ω
pλ(x,−→w ′,−→w )Lλ(x,−→w ′)d−→w ′

−κλ(x)Lλ(x,−→w )+

Z

Ω

Z

λ
αλi

(x) f (x,λi → λ)Lλi
(x,−→w ′)

pλ(x,−→w ′
i ,w)

4π
d−→w idλi(4)

which is the equation that must be solved to take into account
multiple inelastic scattering in participating media, thus be-
ing able to render volume fluorescence effects.

2.3. Varying index of refraction in inhomogeneous
media

A varying index of refraction nλ defines an inhomogeneous
medium where light travels in curved paths. These curved
paths result in a distorted image, with the mirages being
probably the best known manifestation of the effect. To be
able to simulate this type of inhomogeneous medium, we
therefore need to obtain the curved trajectory of light as it
traverses it. The direction −→w in equation 4 therefore needs
to be recomputed at each differential step, accounting for
the changes in nλ. We obtain this corrected direction at each
step by solving Fermat’s law, which defines how light tra-
verses one given medium.

The following derivation of Fermat’s law uses the work
of Gutierrez et al. [GSMA04] and is not meant to be exhaus-
tive. As stated in [Gla95a], a ray of light, when travelling
from one point to another, follows a path that corresponds to
a stationary value of the optical path length (OPL). The OPL
is defined as the index of refraction times the travelled path
(or the distance the light would have travelled in a vacuum
during the flight time through the material), and in its dif-
ferential form it can be formulated as d(OPL) = ndl, where
l is the path travelled by the light ray. The equation shows
how light gets bent towards the areas with a greater index of
refraction, as Snell’s law also predicts for the boundary of
two homogeneous media. A stationary value corresponds to
a maximum or a minimum in the function, thus the derivative
equals zero. We can therefore write:

δ(OPL) = δ
Z B

A
ndl =

Z B

A
δndl +

Z B

A
nδ(dl) =

Z B

A

δn
δxi

δxidl +
Z B

A
nδ(dl) = 0 (5)

where xi are the vector components of l. Considering dxi as
variables and taking increments we get δ(dl) = dxi

dl δ(dxi).
Since light trajectories start and end at the stationary points
A and B, we get δxi(A) = 0 and δxi(B) = 0. Equation 5 then
results:

δL =
Z B

A

[

∂n
∂xi

−

d
dl

(

n
dxi

dl

)]

δxidl = 0 (6)

Since this equation must hold for any value of δxi, the
integrand must equal zero, so we finally come up with the
equation that must be solved to obtain the path followed by
light while traversing any medium, as a function of the index
of refraction at each point:

d
dl

(

n
d−→r
dl

)

−∇n = 0⇔
d
dl

(

n
dx j

dl

)

−

∂n
∂x j

= 0( j = 1,2,3)

(7)
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Figure 1: Error and rendering time (secs.) as functions of the error tolerance in the Dormand-Prince RK5(4)7M method for a
test scene.

where −→r = x j are the coordinates (x,y,z) of each point. This
equation cannot be solved analytically, and thus we must ap-
ply a numerical method. We now need to rewrite equation
7 in order to solve it in a more efficient way than the Euler
method presented in [GSMA04]:

d2x j

dl2 =
1
n

(

∂n
∂x j

−

dn
dl

dx j

dl

)

(8)

Doing the change of variable y j =
dx j
dl we obtain:

y′j =
1
n

(

∂n
∂x j

−

dn
dl

y j

)

(9)

where dn
dl = dn

dx j

dx j
dl . The change of variable can also be writ-

ten as:

x′j = y j (10)

Equations 9 and 10 define a system where x j represents
the position and y j the velocity at a given point in the trajec-
tory, which can be written in matrix form as:

(

x j
y j

)′

=

(

y j
1
n

(

∂n
∂x j

−
dn
dl y j

)

)

(11)

This equation 11 has the form Y ′ = f (l,Y ), which de-
fines an Initial Value Problem with Y (0) = α. We solve this
problem by applying the embedded Runge-Kutta method
RK5(4)7M from the Dormand-Prince family. A detailed de-
scription of the method and the error tolerance can be found
in [DP80].

We have tested the implementation in a simple scene

where the index of refraction varies according to the equa-
tion n = 1 + ky, with y representing height, and k varying
from -0.1 to 0.1. This distribution of n can be solved ana-
lytically, so we can measure the numerical error against the
exact solution. Figure 1 shows the error of the Dormand-
Prince RK5(4)7M method as the tolerance is reduced, along
with the time it takes to reach the solution. As it can be seen,
error tolerances in the range of 10−8 to 10−12 yield good
results without much of a time penalty. Error tolerances be-
yond 10−14 start increasing rendering times considerably.

3. Extension of the Volume Photon Mapping Algorithm

Ray tracing techniques involve shooting rays into the scene
from the camera and following them to detect hits with the
geometry, then shooting shadow rays to the lights to find
out direct illumination. With curved light paths this turns
out to be highly impractical, though, since finding the ray
with the physically-correct curvature which goes from the
intersection point to the light is computationally very expen-
sive (or the solution might not even exist). Groeller [Grö95]
proposes three solutions: considering shadow rays to fol-
low straight paths, retrieving all lighting information straight
from the textures, and finally voxelizing the space and pre-
storing the approximated incident directions of light sources
for each voxel, by launching rays from the light sources into
the scene prior to the render pass. The first two are clearly
not physically-based, while the third only approximates the
solution with a preprocessing step.

In order to obtain a physically-based solution for multiple
inelastic scattering in inhomogeneous media with a varying
index of refraction n, we have extended the volume photon
mapping algorithm [JC98] to account both for volume fluo-
rescence and the distortions caused by the changing n.

For inelastic scattering, we need to model the possibility
of an absorbed photon being re-emitted at a different wave-
length. Equation 4 includes a term f (x,λi → λ) known as
wavelength redistribution function, which represents the ef-
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ficiency of the energy transfer between wavelengths. It is
defined as the quotient between the energy of the emitted
wavelength and the energy of the absorbed excitation wave-
length, per wavelength unit. Reformulating in terms of pho-
tons instead of energy we have the spectral quantum effi-
ciency function η(x,λi → λ), defined as the number of pho-
tons emitted at λ per wavelength unit, divided by the number
of absorbed photons at λi. Both functions are dimensional
(nm−1), and are related as follows:

f (x,λi → λ) = η(x,λi → λ)
λi

λ
(12)

A related dimensionless function that describes inelastic
scattering is the quantum efficiency Γ, defined as the total
number of photons emitted at all wavelengths divided by the
number of photons absorbed at excitation wavelength λi. It
is related to the spectral quantum efficiency function by the
equation:

Γ(λi) =
Z

λ
η(x,λi → λ)dλ (13)

Our extension to the volume photon mapping algorithm
includes a) solving Fermat’s law to obtain the curved trajec-
tory of each photon if the index of refraction varies (and also
for the eye rays shot during the radiance estimate phase),
thus being able to overcome the shadow ray problem pre-
sented above and to obtain a full solution including effects
such as color bleeding and caustics; and b) the inclusion of
the quantum efficiency Γ to govern the probability of an
inelastic scattering event. As shown in figure 2, once the
albedo-based Russian roulette determines that a certain pho-
ton has been absorbed by the medium, a second Russian
roulette based on the quantum efficiency determines whether
an inelastic scattering event takes place, and therefore the
photon has to be re-emitted at a different wavelength. This
is done by generating a random number ξin[0,1] so that:

ξin[0,1] →

{

ξin ≤ Γ Photon is re-emitted
ξin > Γ Photon remains absorbed

(14)

If re-emitted, the new wavelength must be obtained, for
which we must sample the spectral quantum efficiency func-
tion η(x,λi → λ) for the excitation wavelength λi. This can
be simply done by rejection sampling the function, but to in-
crease efficiency we perform importance sampling using the
inverse of its cumulative distribution function (cdf). A ran-
dom number ψ[0,1] therefore yields the new wavelength for
the re-emitted photon. Steeper areas of the cdf increase the
probability of a photon being re-emitted at the corresponding
wavelengths.

Figure 2 shows the basic scheme of the algorithm. The

Figure 2: Our extended volume photon mapping algorithm.

sequence of events in the original volume photon mapping
by [JC98] is represented inside the grey area.

4. Case Study: Underwater Imagery

We chose deep ocean waters as our first case study, given its
rich range of elastic and inelastic scattering phenomena and
the fact that it is a medium well studied by oceanographers.
Pure seawater absorbs most wavelengths except for blue: the
absorption coefficient peaks at 760 nanometers, and reaches
a minimum at 430 nm. The phase function p is modelled
as the phase function in pure sea water plus the phase func-
tion of the scattering by suspended particles, as proposed
in [Mob94] (p = pw + pp). For pure water we use a phase
function similar to Rayleigh’s:

pw(θ) = 0.06225(1+0.835cos2θ) (15)

while the scattering caused by particles is modelled using a
Henyey-Greenstein phase function with g = 0.924:

pp(θ,g) =
1−g2

(1+g2
−2gcosθ)3/2

(16)

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are due to the variation in the concentra-
tion and type of the suspended microorganisms, mainly phy-
toplankton, which presents a maximum absorption at 350
nm. rapidly decreasing to almost zero beyond 500 nm. The
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Figure 3: Fluorescent ocean water in Cornell rooms. (a), (b) and (c) show varying concentrations of chlorophyll (0.05mg/m3,
0.1mg/m3 and 5mg/m3 respectively). (d) High concentration of yellow matter (5mg/m3).

most important element in the phytoplankton is chlorophyll,
which presents spectral absorption peaks in the blue and red
ends of the spectrum and is the most important source of
volume fluorescence in the waters. For chlorophyll, Γc(λi)
is wavelength-independent, with values ranging from 0.01 to
0.1 (we use the superscript c for chlorophyll). As with most
inelastic scattering event, the re-emission phase function is
isotropic.

Another important source of fluorescence is the Color
Dissolved Organic Matter (CDOM), also called yellow mat-
ter, present in shallow ocean waters and harbors. Γy(λi)
is also wavelength-independent, with values between 0.005
and 0.025, and re-emission is also isotropic [Haw92].

All the images in the paper have been rendered on a Be-
owulf system composed of six nodes, each one being a Pen-
tium 4 @ 2.8 GHz. with 1 Gb. of RAM. Figure 3 shows
different colorations of ocean water, according to varying
chlorophyll and yellow matter concentrations which trigger
inelastic scattering events with different probabilities. The
images were rendered with 250,000 photons stored in the
volume photon map and 200 photons used for the radiance
estimate. This high numbers are needed to obtain accurate
results, since we use the volume photon map to compute
both direct and indirect illumination. Direct illumination in
participating media with a varying index of refraction can-
not be efficiently computed using ray tracing techniques, as
explained at the beginning of section 3. The spectrum was
sampled at nine intervals. Below each picture, the result-
ing absorption and extinction curves (functions of the dif-
ferent concentrations of chlorophyll in the modelled waters)
are shown for each case. Image (a) shows little fluorescence
(low chlorophyll concentration of 0.05mg/m3), and the wa-

ters are relatively clear. When chlorophyll concentration in-
creases, fluorescence events become more prominent and
the image first gets a milky aspect (b), losing visibility and
reaching a characteristic green hue when chlorophyll reaches
5mg/m3. Image (d) shows fluorescence owed to yellow mat-
ter. The absorption function in this case has been modelled
after [Mob94]: ay(λ) = ay(440)−0.014(λ−440) where ay(440)
is the empirical absorption at 440 nm. Rendering times for
the images were six minutes.

5. Case Study: Atmospheric Phenomena

The images in this section illustrate some of the most rele-
vant effects in nature owed to curved light paths. To achieve
physically correct results we have modelled the Earth as a
sphere with a radius of 6371 units (one unit equals one kilo-
meter); the atmosphere is another concentric sphere with a
thickness of 40 kilometers. Taking the 1976 USA Standard
Atmosphere (USA76) [USG76], we first obtain a standard
temperature and pressure profile of the whole 40 kilometers,
with temperature decreasing at an approximate rate of 0.6◦C
per 100 meters. In order to curve light correctly according to
Fermat’s law, we need to obtain the wavelength-dependent
index of refraction as a function of both the temperature
and pressure given by the USA76. To do so, we follow the
method described in [GSMA04], by first obtaining density
as a function of temperature T (h) and pressure P(h) using
the Perfect Gas law ρ(h) =

P(h)M
RT (h)

, where M and R are con-

stants of values 28.93 · 10−3 kg/mol and 8.3145 J/mol ·K
respectively. The Gladstone-Dale law [GD58] relates n(λ,h)
as a function of both ρ(h) and n(λ), given by the expression:
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Figure 4: Simulation of several atmospheric phenomena.
Top: inferior mirage. Middle: superior mirage. Bottom: Fata
Morgana.

n(h,λ) = ρ(h) · (n(λ)−1)+1 (17)

The only missing function is now n(λ), which we obtain
from Cauchy’s analytical formula [BW02]:

n(λ) = a ·
(

1+
b
λ2

)

+1 (18)

where a and b depend on the medium considered (for air,
their values are a = 29.79 ·10−5 and b = 5.67 ·10−5). Sell-
meier [BW02] provides a slightly more elaborated formula,
but we have chosen Cauchy’s for efficiency reasons.

Combining equations 17 and 18 we finally obtain our pro-
file for n(λ,h), which we can alter at will to obtain the de-
sired effects. To interpolate the complete, altered profiles for
the whole 40 km. we use Fermi’s distribution, as proposed
in [VDWGL00].

The camera in the scenes is placed far from the mirages
at a specific height for each effect to be seen (they can only
appear if the observer’s line of vision forms an angle less
than one degree with the horizon). The error tolerance in the
Dormand-Prince RK5(4)7M method has been set to 10−9,
and the spectrum has been sampled in three wavelengths.
Figure 4 (top) shows our simulation of an inferior mirage,
which occurs when the ground is very hot and heats up the
air layers right above it, thus creating a steep temperature
gradient (30◦C in 20 meters). As a consequence, light rays
get bent upwards, and an inverted image of the Happy Bud-
dha and the background appears on the ground. The camera
is placed 10 meters above the ground. The image took 14
minutes to render.

Inversion layers are caused by an increase of air tem-
perature with height, reversing the standard behavior where
temperature decreases as a function of height. This happens
most commonly above cold sea waters, and the light rays get
bent downward, giving rise to the superior mirage. Figure 4
(middle) shows our simulation, modelling an inversion layer
with a temperature gradient of 23◦C. The apparent hole in
the mountains is actually formed by the superior inverted
image of the real mountains. The camera is placed also 10
meters above the ground, and the image took four minutes
and 32 seconds to render. The great decrease in rendering
time compared to the inferior mirage is owed to the simpler
geometry of the scene, since the far away mountains are tex-
tured low-resolution objects.

Maybe less known than the two previous examples, the
Fata Morgana occurs as a concatenation of both superior and
inferior mirages, and is a much rarer phenomenon. Figure
4 (bottom) shows our simulation with two inversion layers
with steep temperature gradients. There is an inferior mirage
image across the middle of the mountain plus a superior mi-
rage with the inverted image on top. The shape of the moun-
tain gets greatly distorted; the Fata Morgana has historically
tricked arctic expeditions, making them believe they were
seeing huge mountains that were just a complicated pattern
of upright and inverted images of the real, much lower hill
(Fata Morgana is in fact the name of a fairly enchantress
skilled in the art of changing shape, which she learnt from
Merlin the Magician). The camera is placed at 300 meters
(for the Fata to be visible it needs to be between the inver-
sion layers), and the rendering time was five minutes.

6. Discussion

The method described has been implemented in Lucifer, our
in-house global illumination renderer. It can handle multi-
ple inelastic scattering in inhomogeneous participating me-
dia with a varying index of refraction, thus rendering effects
such as mirages or fluorescence in ocean waters with full
lighting computation. It deals well with strong anisotropy
in the phase functions and the effects of backscattering,
since no discretizations of the scene must be performed,
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and thus the shortcoming of the only previous work on vol-
ume fluorescence [CS03] is overcome. It also supports real
light sources, with photometric data input specified in the
standard CIBSE TM14 format [CIB88]. This is a must for
predictive rendering and for generating physically accurate
data. The real light sources are sampled so that photons are
emitted proportionally to the distribution of the light, given
by its photometry.

Spectral images are calculated in high dynamic range, in
order to obtain accurate data from the simulations. For tone
reproduction purposes we map luminances to the display
based on the work by Ward et al. [LRP97] and Pattanaik
et al. [PTYG00]. To increase realism during the visualiza-
tion of the images, an additional operator has been added
which simulates the effects of chromatic adaptation in the
human eye. This operator is specially important in the real-
istic depiction of underwater imagery, where the cones in the
human eye might undergo a loss of spectral sensitivity after
having been exposed to the same wavelength for a long pe-
riod of time (underwater imagery being usually blue or green
mostly). The complete description of such operator can be
found in [GSMA04].

As stated in the introduction, the algorithm implemented
is general and physically-based. This allows us to use the
radiometric and photometric data obtained from the simula-
tions for any purpose other than rendering, such as profes-
sional architectural lighting or accurate simulations of deep
underwater vision, given the exact description of the lumi-
naire to be used and the water conditions. This accuracy ob-
viously increases rendering times compared to faked, ad-hoc
solutions. To improve efficiency, we impose an early light
path termination and an adaptive integration step while solv-
ing Fermat’s law. Choosing the Dormand-Prince RK5(4)7M
numerical method over the more standard Euler method has
produced speedups of up to 106.4. We have also used a par-
allel implementation on a six-PC Beowulf system of our
non-linear photon mapping algorithm, achieving additional
speedups between 4.2 and 4.8.

The non-linear photon mapping implementation allows us
to extend several sunset effects similar to the ones simulated
in [GSMA04], by including a thin layer of fog between the
observer and the sun. The solar disk gets distorted into dif-
ferent shapes, while light is scattered through the layer of
fog, thus achieving a "winter sunset" look (figure 5, left and
middle). Figure 5 right shows volume caustics generated by
a crystal sphere in a fluorescent medium.

Figure 6 shows several renders obtained with Lucifer. All
of them are lit by a Philips SW-type c© luminaire, speci-
fied according to the CIBSE TM14 format. The only light
source is immersed in the medium, so no caustics from the
interaction of sunlight with the surface appear. The medium
modelled does not emit light, although adding that to the
model is straightforward and would allow us to simulate
effects such as bioluminiscence in the water. Fluorescence

Figure 5: Sunset effects through a layer of fog. Left: flattened
sun. Middle: split sun. Right: Volume caustics in a fluores-
cent medium.

owed to inelastic scattering is computed according to the
varying concentrations of chlorophyll in each image (be-
tween 0.01 and 0.1mg/m3). The volume photon map in all
the images contains 500.000 photons, and the radiance esti-
mate used 250. Again, these high numbers are needed since
we compute direct lighting with the photon map. The top
two images represent a sunken boat along a Happy Bud-
dha in clear, shallow waters (left) or deep underwater with
a chlorophyll concentration of 0.05mg/m3(right). For the
bottom-left image, we have added a volume temperature
field that simulates a heat source outside the image as ex-
plained in [SGGC05], deriving the index of refraction us-
ing the formula n = 1 + To

T (no − 1) as proposed by Stam
and Languenou [SL96]. The distortions caused by the vary-
ing index of refraction are visible, similar to the character-
istic rippling in a real desert scene. The bottom-middle im-
age uses a smoke-like medium, modelled as a 3D turbulence
function, whereas the last to the right shows the effects of a
highly anisotropic medium. The images are 400 pixels wide
and took between 30 and 40 minutes to render, without any
penalty imposed by the anisotropy in the last image.

7. Conclusion and Future Work

We proposed a novel extension of the widely used photon
mapping technique, which accounts for multiple inelastic
scattering and can provide a full global illumination solution
in inhomogeneous media with a varying index of refraction,
where light paths are bent. No pre-lit textures are needed in
this case, since both direct and indirect lighting is calculated
from the photon map. The method is physically-based and
yields accurate high-dynamic results that can either be out-
put as an image to a display device (via tone mapping), or
used in other fields as raw data. Inelastic scattering is cal-
culated during the photon tracing stage, so the extra cost re-
quired is just a second Russian roulette per absorption. The
accompanying video shows the feasibility of the approach
for animations.

Practically all inelastic scattering effects in the visible
range of the spectrum mean a transfer of energy from shorter
to longer wavelengths. Nevertheless, the algorithm presented
in this work can handle rarer inelastic scattering events
where energy gets transferred from longer to shorter wave-
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Figure 6: Different images with inelastic scattering in participating media. Top left: very low chlorophyll concentration. Top
right: higher concentration yields more inelastic scattering events. Bottom left: distortions caused by a 3D temperature field.
Bottom middle: 3D turbulence field simulating smoke. Bottom right: highly anisotropic medium.

lengths (such as a fraction of the Raman scattering that oc-
curs naturally in several solids, liquids and gases [Mob94]),
since it does not follow a cascade, one-way scheme from
the blue end to the red end of the spectrum. The application
of these type of inelastic scattering to computer graphics is
probably just marginal, but the data generated can be very
useful to physicists or oceanographers. Adding phosphores-
cence effects could make use of the work by Cammarano
and Wann Jensen [CJ02], although a more straightforward
approach would be to use the decay function d(t) in each
frame. Any number of light sources can be used in the scene,
even with different photometric descriptions.

The bottleneck of the algorithm is solving the paths for
each photon and eye-ray using Fermat’s law. Although the
use of a Dormand-Prince method has drastically reduced
rendering times by two orders of magnitude, additional work
needs to be done to achieve near real-time frame rates. Im-
portance maps could be used for this purpose, although two
other promising fields of research lay ahead: the first one is
the implementation of the algorithm on GPUs, as proposed
by Purcell et al. [PDC∗03]. The second would try to take ad-
vantage of temporal coherence of light distribution, as pre-
sented by Myszkowski et al. [MTAS01].
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Abstract

Simulating the in-water ocean light field is a daunting task. Ocean waters are one of the richest participating me-

dia, where light interacts not only with water molecules, but with suspended particles and organic matter as well.

The concentration of each constituent greatly affects these interactions, resulting in very different hues. Inelastic

scattering events such as fluorescence or Raman scattering imply energy transfers that are usually neglected in the

simulations. Our contributions in this paper are a bio-optical model of ocean waters suitable for computer graph-

ics simulations, along with an improved method to obtain an accurate solution of the in-water light field based

on radiative transfer theory. The method provides a link between the inherent optical properties that define the

medium and its apparent optical properties, which describe how it looks. The bio-optical model of the ocean uses

published data from oceanography studies. For inelastic scattering we compute all frequency changes at higher

and lower energy values, based on the spectral quantum efficiency function of the medium. The results shown

prove the usability of the system as a predictive rendering algorithm. Areas of application for this research span

from underwater imagery to remote sensing; the resolution method is general enough to be usable in any type of

participating medium simulation.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction

Ocean water is arguably the richest participating medium in
terms of optical thickness and the number and type of inter-
actions that occur in it. This paper deals with the physically-
based rendering of underwater scenes by simulating the in-
water light field, based on a compact bio-optical model that
takes into account the dissolved and particulate matter, op-
tically influential constituents of the water. To ensure accu-
racy, we use published data obtained from a wide range of
literature in the field of oceanography. Our model is not re-
stricted to just the visible spectrum and can be adapted to
any type of known ocean water in particular, or to any kind
of participating medium in general.

Scattering in water is caused by interactions of light at
molecular level and with particles [Mob94]. It can be clas-
sified in two broad categories: elastic or inelastic scatter-
ing, depending on whether the scattered photon maintains
or changes its energy in the process. The inelastic scattering
events can be further subclassified according to the nature of
the energy transfer: Stokes scattering, when a molecule of the
medium absorbs the photon and re-emits it with a lower en-

ergy, and anti-Stokes scattering, when the re-emitted photon
has a higher energy. Both cases are covered by our model.
The process implies an energy transfer from wavelength λ′

to λ, with λ′ being the excitation wavelength and λ the re-
emitted wavelength. The former case implies a shift towards
longer wavelengths, whereas in the latter the scattered pho-
ton has a shorter wavelength. Major forms of elastic events
in water include Einstein-Smoluchowski scattering (see Sec-
tion 3.2), whereas for inelastic events, Raman scattering and
fluorescence are the two most prominent (see Section 3.3).

The presence and concentrations of the constituents in the
water determine its optical properties. These optical proper-
ties are divided in two classes: inherent and apparent. The
inherent optical properties (IOP) only depend on the con-
stituents of the water, whereas the apparent optical prop-

erties (AOP) are not properties of the aquatic medium it-
self, although they do depend on its characteristics. Typi-
cal IOP are the absorption coefficient, the scattering coef-
ficient or the scattering phase function. Some of the AOP
include irradiance reflectance, attenuation coefficients or the
average cosines [Pre76]. To obtain the in-water light field,
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we rely on the physically based theory of radiative trans-

fer [Cha60], which relates the IOP and AOP. More precisely,
the link is provided through the Radiative Transfer Equation
(RTE) [SCP94], which takes into account emission, absorp-
tion and elastic scattering. Unfortunately this equation can
not account for the phenomenon known as inelastic scat-

tering described previously, which is of significant impor-
tance in ocean waters. We consequently expand the RTE
by adding an extra term, thus obtaining the Full Radiative
Transfer Equation (FRTE) [Gla95] and solving it by using
an extended version of the method presented by Gutierrez et
al. [GMAS05]:

∂L(λ,~ωo)
∂x

= α(λ)Le(λ,~ωo)−κ(λ)L(λ,~ωo)

+σ(λ)
∫

Ω
p(λ,~ωi,~ωo)L(λ,~ωi)d~ωi

+
∫

Ω

∫
W

{
σ(λ′,λ) p(λ′,λ,~ωi,~ωo)L(λ′,~ωi)

}
dλ′

d~ωi (1)

where L is the radiance and ~ωi and ~ωo are, respectively, the
incoming and outgoing directions of that radiance. α, σ and
κ are the absorption, scattering and extinction coefficients
respectively. We assume Le(λ,~ωo) to be zero, thus making
the medium non-emissive. Note that the last term models the
inelastic scattering events and is expressed as a double inte-
gral over the domains of the solid angle Ω and wavelength
W . Here p(λ′,λ,~ωi,~ωo) is the phase function for inelastic
events and σ(λ′,λ) is the inelastic scattering function for
the energy exchange between λ′ and λ. For simplicity, when
considering elastic interactions (λ = λ′) parameters λ,λ′ are
simplified to a single parameter λ. For processes such as flu-
orescence, where the photons are inelastic scattered to longer
wavelengths, the function σ(λ′,λ) is usually expressed as:

σ(λ′,λ) = α(λ′) f (λ′,λ) (2)

where α(λ′) is the inelastic absorption coefficient and
f (λ′,λ) is the wavelength redistribution function, which
governs the efficiency of the energy transfer between wave-
lengths. It is defined as the probability of a photon of λ′ that
inelastically scatters being re-emitted at λ. Therefore, (2) ex-
presses the inelastic scattering as a percentage of the inelas-
tic absorption coefficient. Section 3.3 gives more details on
how to model this redistribution function f (λ′,λ).

Our research on water simulation encompasses the fields
of both computer graphics and oceanography, and it is free
from the restrictions of previous works. The main contribu-
tions of this paper are:

• A compact, parameterized bio-optical model of ocean wa-
ters which can be used in computer graphics applications.

• A resolution method based on the theory of radiative
transfer, which solves the FRTE by handling all kinds of
inelastic scattering events and modeling both absorption
and elastic scattering accurately. This method is based on
photon mapping [Jen01].

• A link between the IOP of water and the resulting light
field, which in turn defines its AOP, based on radiative
transfer theory.

The remainder of this paper is organized as follows: Sec-
tion 2 presents previous work on the simulation of light
transport in water bodies. In Section 3 a comprehensive bio-
optical model is developed, whilst section 4 presents our
simulation method. The paper ends with the results and con-
clusions.

2. Related work

The simulation of light transport in participating media
usually either relies on Monte-Carlo techniques for ray
tracing (Rushmeier and Torrance [RT87]; Nakamae et al.
[NKON90]; Tadamura and Nakamae [TN95]) or attempts to
solve the RTE, such as the method proposed by Kaneda et
al. [KYNN91]. Nishita et al. [NSTN93] display water from
outer space modifying this method, but both works only take
into account single scattering. In the work of Premoze and
Ashikhmin [PA01], no radiance due to scattering is calcu-
lated at all, using empirical equations based on experimental
data instead. Mobley [Mob94] developed a method to solve
the RTE analytically, but it cannot be extended to take into
account inelastic scattering. Recently, the Lorenz-Mie the-
ory has been generalized and applied to rendering natural
waters by Frisvad, Christensen and Jensen [FCJ07], also ne-
glecting the effects of inelastic scattering. Cerezo and Seron
[CS04] also develop a bio-optical model. Whilst the goal of
their work is closely related to ours, we overcome here sig-
nificant shortcomings:

• They use a discrete ordinate method, which requires an
angular and spatial discretization of the volume to be ren-
dered. This imposes high memory requirements which se-
riously limit the complexity of the scenes that can be re-
produced.

• In their work, inelastic scattering simulations are limited
to fixed re-emissions in the 680 nm. wavelength..

• They cannot provide a full solution to the light transport
problem.

Gutierrez et al. [GMAS05] present a method that deals
with participating media in which the index of refraction is
not homogeneous, while also taking into account the sim-
ulation of some inelastic scattering events. They apply their
method to the simulation of underwater imagery using a sim-
plified, four-parameter model of ocean waters. In this regard,
our paper offers improvement in the following ways:

• Our bio-optical model of ocean waters is more complete,
thus making the simulations more accurate.

• They also fail to develop a complete description for the
complex inelastic scattering events that occur underwater,
and the method is limited to re-emissions at lower energy
levels and at fixed wavelengths. In this paper all inelastic
scattering events can be modeled, including Anti Stokes

scattering events like Raman scattering (see Section 3.3).
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• We additionally offer simulations using real data from dif-
ferent seas as a means of visual validation.

3. The Bio-Optical Model

The various constituents of ocean water have a great influ-
ence in its optical properties. In order to solve the forward
problem in ocean optics, the IOP have to be modeled and
used in the FRTE. The values of these IOP can be obtained as
the sum of the contributions of pure water and the dissolved
particles and particulate matter present in the water, as pro-
posed in [Mob94]. Optically pure water is devoid of any dis-
solved or suspended matter, and thus there is no scattering
or absorption owed to particles or organic material [Mor74].
For saline pure water the salt concentration (35 to 39 parts
per thousand) does influence the scattering and absorption
functions. In particular it absorbs most wavelengths except
for blue, with the absorption coefficient peaking at 760 nm,
and reaching a minimum at 430 nm.

We develop our bio-optical model from three main IOP,
with others like the extinction coefficient or the albedo de-
rived from those three. These IOP are the absorption coeffi-
cient (3), the scattering coefficient (4) and the phase function
(5), which for the elastic case can be written as (see Table 4
for a more detailed description of the functions used, includ-
ing both the elastic and inelastic cases):

α(λ) =αw(λ)+∑
i

αi(λ) (3)

σ(λ) =σw(λ)+∑
i

σi(λ) (4)

p(λ,θ) =
σw(λ)
σ(λ)

pw(λ,θ)+∑
i

σi(λ)
σ(λ)

pi(λ,θ) (5)

where θ is the angle between the incoming ~ωi and outgoing
~ωo directions, the subscript w stands for the contribution of
the pure water (fresh or salty) and the subscript i stands for
the constituents in the water body such as biological particles
or dissolved substances. We include three types of such con-
stituents in our model, namely CDOM (Colored Dissolved
Organic Matter, also know as yellow matter, present mainly
in shallow ocean waters and harbors), phytoplankton (micro-
scopic plants rich in chlorophyll) and minerals and organic
detritus. The rest of this section will characterize the three
main IOP (with elastic and inelastic scattering treated sep-
arately) for pure water and the three constituents. The next
section will show how radiative transfer theory is applied to
simulate the light field (which define the AOP) and render
the final images.

3.1. Modeling Absorption

For the spectral absorption function of pure water αw(λ)
we rely on the work of Smith and Baker [SB81], whose
tabulated values are well known in oceanography studies
(shown in Table 1). Following further studies by Pope and

Fry [PF97], we use those values as an upper bound, to ac-
count for the fact that the true absorption can be, in fact,
lower. The function shows that absorption is more prominent
both in the UV and red ends of the spectrum. [PF97] also
shows that absorption by salt in oceanic water is negligible.
Based on the data by Bricaud, Morel and Prieur [BMP81],
we model absorption by CDOM by fitting an exponential
curve of the form:

αy(λ) = αy(λ0)e
−Sy(λ−λ0) (6)

where the subscript y denotes the constituent CDOM. λ0 is a
reference wavelength, often chosen to be 440 nm for yellow
matter, and Sy is the slope of the semilogarithmic absorp-
tion curve [Kir94]. Sy is usually taken to be constant, with
a value of 0.014 nm−1, but has been found to vary both ge-
ographically and temporally, and is also dependent on the
wavelength range over which it is calculated [BMP81]. The
values of absorption αy(λ0) at reference wavelengths also
vary in a range between 0.01 m−1 to 20 m−1, as a function
of turbidity [Kir94].

Phytoplankton absorbs a great amount of visible light,
due to its chlorophyll pigment. The absorption function for
chlorophyll peaks strongly at 430 nm and 670 nm, being
very weak in the mid range of the visible spectrum (thus the
more phytoplankton the greener the hue of the water). The
concentration of the chlorophyll in the water usually ranges
from 0.01 mg/m3 for open waters to 100 mg/m3. The spec-
tral absorption coefficient of the phytoplankton is usually ex-
pressed as a function of this concentration C as:

αp(λ) = C α∗

p(λ) (7)

where C can be defined as the concentration of the main
pigment chlorophyll-a (Chla) or as the sum of the concen-
trations of Chla and its degradation products, the pheopig-
ments. α∗

p is the specific spectral absorption coefficient (the
absorption per unit of concentration) for a particular species
of phytoplankton, given in m2/mg. Typical values for spe-
cific absorptions of different species of phytoplankton can
be found in the work of Sathyendranath, Lazzara and Prieur
[SLP87] (see Table 1). A rough correspondence between
chlorophyll concentrations and several oceanic water types
is given by Morel [Mor88]. The absorption owed to organic
detritus and minerals can be approximated by an exponential
function, according to Roesler, Perry and Carder [RPC89]:

αd(λ) = αd(λ0)e
−Sd(λ−λ0) (8)

Here the reference wavelength 400 nm is selected for λ0 and
typical values for the exponent coefficient Sd will be in the
range between 0.006 nm−1 to 0.014 nm−1, although 0.011
nm−1 is the most common value [RPC89]. Further studies
confirm that the absorption spectra of minerals and detritus
is well described by an exponential function with an average
slope Sd of 0.0123 nm−1, with slightly lower values than
predicted at wavelengths below 440 nm [BSF∗03].

c© 2007 The Author(s)
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Table 1: Absorption coefficient for a clear water body αw (after Smith and Baker [SB81]) and specific absorption coefficient

for phytoplankton α∗

p (after Sathyendranath, Lazzara and Prieur [SLP87]).

λ [nm] 380 440 500 550 610 670 720 780
αw [cm−1] 0.00022 0.000145 0.000257 0.000638 0.00289 0.0043 0.01169 0.0236
α∗

p [m2 ·mg−1] 0.025 0.035 0.02 0.01 0.007 0.015 0.001 0.0001

3.2. Modeling Elastic Scattering

For the pure water term we use the volume scattering func-
tion defined by the Einstein-Smoluchowski theory [Maz02],
which models scattering at molecular level as small-scale
fluctuations. Whilst usually Rayleigh’s scattering is used in-
stead, Einstein-Smoluchowski provides more accurate re-
sults, is well defined and imposes no overheads in the simu-
lations. Its scattering coefficient and phase function are given
by:

σw(λ) =16.06βw(λ0,90◦)
(

λ0

λ

)4.32

(9)

pw(θ) =0.06225
(

1+0.835cos2 θ
)

(10)

Typical values for βw(λ0,90◦) for both fresh and saline
pure water are given in [Mor74]. These values range from
14.1 ·10−4 m−1 to 134.5 ·10−4 m−1. All the scattering pro-
duced by CDOM has inelastic nature and thus will be de-
scribed in next section.

Gordon and Morel [GM83] found that phytoplankton,
even in small concentrations, also contribute to the total elas-
tic scattering in the water. Its contribution is given by:

σp(λ) =
(

550
λ

)
0.30C

0.62 (11)

where the constant 0.30 is selected to fit the data collected
from many types of waters. The actual upper bound for this
constant has a value of 0.45 [GM83]. The phase function
due to phytoplankton is given by an isotropic function (pp =
1/π).

The elastic scattering caused by organic detritus and min-
erals can be modeled based on Mie theory [GSO03]. The
Henyey-Greenstein phase function models forward scatter-
ing fairly well but fails to reproduce backscattering with the
same precision. We found that we can achieve a better fit
by using a Two-Terms Henyey-Greenstein phase function
(TTHG) [HG41]:

pd(θ,ζ,g f ,gb) = ζ pHG(θ,g f )+ (1− ζ) pHG(θ,gb) (12)

where ζ is a weighting function between zero and one. This
common way of utilizing this combination defines a forward
scattering lobe (first term), plus a backscattering lobe (sec-
ond term), with g f ∈ [0..1] and gb ∈ [−1..0]. pHG represents
a simple Henyey-Greenstein phase function (HG):

pHG(θ,g) =
1−g2

(1+g2 −2gcosθ)3/2
(13)

The TTHG function not only models backscattering more
precisely, but it can describe more complex particle scatter-
ing models, improving the fit at large and small angles as
well. The shape of each of the two HG functions can be ap-
proximated by an ellipsoid, avoiding the relatively expensive
exponent in its evaluation. The observation was first intro-
duced by Schlick [BLSS93]. Due to the great variety of par-
ticulate matter, the scattering coefficient σd can adopt a wide
range of values. Table 2 shows typical values of this function
(data after Stramski et al. [SBM01]).

3.3. Modeling Inelastic Scattering

For inelastic scattering, we need to model the possibility of
an absorbed photon being re-emitted at a different wave-
length. (2) includes a term f (λ′,λ) known as wavelength

redistribution function, which represents the efficiency of
the energy transfer between wavelengths. It is defined as
the quotient between the energy of the emitted wavelength
and the energy of the absorbed excitation wavelength, per
wavelength unit. Reformulating in terms of photons instead
of energy we have the spectral quantum efficiency function

η(λ′,λ), defined as the ratio between the number of photons
emitted at λ per wavelength unit, and the number of absorbed
photons at λ′. Both functions are dimensional (nm−1), and
are related as follows:

f (λ′,λ) = η(λ′,λ)
λ′

λ
(14)

The wavelength redistribution function f , and therefore
its associated spectral quantum efficiency function η, can be
seen as a re-radiation matrix. A related dimensionless func-
tion that describes inelastic scattering is the quantum yield

Γ(λ′), defined as the total number of photons emitted at all
wavelengths divided by the number of photons absorbed at
excitation wavelength λ′. It is related to the spectral quantum
efficiency function by:

Γ(λ′) =
∫

W
η(λ′,λ)dλ (15)

The three functions Γ(λ′), f (λ′,λ) and η(λ′,λ), depend
on both the medium and the type of inelastic event. The two
inelastic events with more influence in the in-water light field
are fluorescence and Raman scattering. Phytoplankton and
CDOM are important fluorescence sources, whilst Raman
scattering is produced by pure water; minerals and detritus,
on the other hand, do not produce any inelastic event.
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Table 2: Scattering coefficient for detritus σdt and minerals σm (After Stramski et al. [SBM01]).

λ [nm] 380 440 500 550 610 670 720 780
detritus σdt [m−1] 0.045 0.0375 0.0325 0.03 0.0285 0.0275 0.027 0.027
minerals σm [m−1] 0.0675 0.0525 0.05 0.045 0.04 0.036 0.034 0.032
total σd [m−1] 0.1125 0.09 0.0825 0.075 0.0685 0.0635 0.061 0.059

3.3.1. Fluorescence

Fluorescence occurs when a molecule absorbs a photon of
wavelength λ′, and re-emits it at a longer wavelength λ ac-
cording to the fluorescence efficiency function ηF (λ′,λ). For
the two main sources of fluorescence (phytoplankton and
CDOM), re-emission follows an isotropic phase function.
For phytoplankton, the wavelength of the re-emitted pho-
tons is independent of the excitation wavelength, although
the intensity does show wavelength dependency [Mob94].

It is very common in ocean waters to see a color shift rang-
ing from greenish to very bright green, or even yellowish.
These hue shifts are mainly due to the variation in the con-
centration and type of the suspended microorganisms, spe-
cially phytoplankton and its related chlorophyll concentra-
tion, which presents an absorption function peaking at 350
nm and rapidly decaying to almost zero beyond 500 nm.
Only wavelengths between 370 and 690 nm can trigger flu-
orescence due to phytoplankton. This can be modeled as a
dimensionless function gp(λ′) so that:

gp(λ′) ≡
{

1 if 370 ≤ λ′ ≤ 690 nm
0 otherwise

(16)

The wavelength-independent quantum yield for phyto-
plankton Γp(λ′) ranges from 0.01 to 0.1. Using (14) and
(16), the relationship between the wavelength redistribution
function fp(λ′,λ) and the spectral quantum efficiency func-
tion ηp(λ′,λ) is:

fp(λ′,λ) = ηp(λ′,λ)
λ′

λ
≡ Γp gp(λ′)hp(λ)

λ′

λ
(17)

where hp(λ) is the fluorescence emission function per
unit wavelength, and can be approximated by a gaussian
[Mob94]:

hp(λ) =
1√

2πλσ
exp

{
− (λ−λ0)

2

2(λσ)2

}
(18)

λ0 = 685nm is the wavelength of maximum emission and
λσ = 10.6nm represents the standard deviation. Using (7)
and (17) we can now compute the inelastic scattering coeffi-
cient owed to phytoplankton σp(λ′,λ) following (2).

The other important source of fluorescence in water is
CDOM. For relatively high concentrations of CDOM, its
quantum yield Γy(λ′) varies between 0.005 and 0.025. Fol-
lowing the work of Hawes [Haw92] we use the following
formula to describe its spectral fluorescence quantum effi-
ciency function:

Table 3: Water constituents and interactions

Constituent Absorption Elastic Scat. Inelastic Scat.
Pure water (w) Yes Yes Raman Scattering
Minerals, detritus (d) Yes Yes No
Phytoplankton (p) Yes Yes Fluorescence
CDOM (y) Yes No Fluorescence

fy(λ′,λ) = A0(λ′)exp


−


 1

λ
− A1

λ′
−B1

0.6
(

A2
λ′

+ B2

)



2


λ′

λ
(19)

where A0, A1, A2, B1 and B2 are empirical parameters whose
values depend on the specific composition of the CDOM and
can be found in [Mob94] (see Table 5). A1 and A2 are di-
mensionless, whereas the rest are given in nm−1. Like flu-
orescence due to phytoplankton, we can use (6) and (19) to
compute the inelastic scattering coefficient σy(λ′,λ) follow-
ing (2).

Our model can be easily extended to account for phos-
phorescence phenomena, which are intrinsically similar to
fluorescence and are governed by the phosphorescence ef-

ficiency function. The only difference is that the re-emitted
energy declines with time according to a function d(t).

3.3.2. Raman scattering

Raman scattering influences the in-water light field, spe-
cially at great depths where sun irradiance becomes zero and
only Raman radiance remains. It occurs when vibration and
rotation in water molecules exchange energy with incom-
ing photons, re-emitting them with approximately the same
wavelength, but allowing for small shifts towards longer or
shorter wavelengths. It can also be considered a spontaneous
process. To isolate Raman inelastic events from fluorescence
and other scattering events, it is usually studied in pure wa-
ter, filtered several times, so that the second term in (4) be-
comes zero.

The Raman wavelength redistribution function fw(λ′,λ)
is usually described in terms of a sum of four Gaussian func-
tions [Mob94]:

fw(λ′,λ) =
107

λ′2

∑4
j=1 Ai

1
∆ν̃i

exp

{
−

[
107

(
1

λ′
− 1

λ

)
−ν̃i

]2

∆ν̃i
2

}

√
π

4 ln 2 ∑4
j=1 A j

(20)

where ν̃ is the wavenumber (ν̃ = 107/λ) given in cm−1. Typ-
ical parameter values Ai, ν̃i and ∆ν̃i for the Raman redis-
tribution function are given by Walrafen [Wal69] and are
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shown in Table 5. The inelastic scattering coefficient can
now be obtained using αw and fw in (2).

4. The simulation method

Having so far developed our bio-optical model, we can now
formalize it into a set of parameters and equations to fully
simulate the in-water light field. To summarize, the four con-
stituents of the model and their interactions with light are
given in Table 3. Table 4 shows how the main functions that
define the model are derived from IOP and related functions
at constituent level.

Table 4: The main functions of the model

Equations
α(λ) = αd(λ)+αp(λ)+ αw(λ)+ αy(λ)
σ(λ) = σw(λ)+ σd(λ)+ σp(λ)
p(λ,θ) = σw(λ)pw(λ,θ)+σd (λ)pd (λ,θ)+σp(λ)pp(λ,θ)

σ(λ)
κ(λ) = α(λ)+ σ(λ)
αI(λ′) = αp(λ′)+ αw(λ′)+ αy(λ′)

pI(λ′,λ,θ) = αp(λ′)pp(λ′,λ,θ)+αw(λ′)pw(λ′,λ,θ)+αy(λ′)py(λ′,λ,θ)
αI (λ′)

fI(λ′,λ) = αp(λ′) fp(λ′,λ)+αw(λ′) fw(λ′,λ)+αy(λ′) fy(λ′,λ)
αI (λ′)

Table 5: Parameters of the model

Parameter Equations Simulated values Units
C (7) (11) [0..1.0] mg

m3

αd(400) (8) [0..0.1] m−1

αy(440) (6) [0..0.1] m−1

Sy (6) 0.014 nm−1

Sd (8) 0.011 nm−1

A0 (19) 150
700 nm−1

A1 (19) 4 -
A2 (19) 4 -
B0 (19) 1

450·10−7 nm−1

B1 (19) 1
650·10−7 nm−1

Γp (17) 0.1 -
Γy (19) 0.025 -
Ai, i = 1..4 (20) 0.41,0.39,0.10,0.10 -
ν̃i, i = 1..4 (20) 3250,3425,3530,3625 -
∆ν̃i, i = 1..4 (20) 210,175,140,140 -

The model allows for easy adjusting of its parameters
to simulate different types of water and thus obtain differ-
ent in-water light fields. As well as minerals and detritus,
other particulate components of water can be added from
oceanographic studies (although minerals and detritus have
the greatest influence in the final appearance of water). Mie
theory can again be used to model the scattering by these
new particles, and the phase function can be approximated
by using a Two Terms Henyey-Greenstein phase function
(12). An overview of the most significant parameters of the
model, the equations in which they can be found and the cor-
responding values used for the simulations in this paper can
be found in Table 5. Note that for simplicity we have not in-
cluded the values that are already specified throughout the
text during the explanation of the bio-optical model (more

specifically, those included in tables 1 and 2). The first three
correspond to the parameters analyzed in Figure 2.

Once we have formalized the model into a set of equa-
tions, we rely on radiative transfer theory to obtain a solu-
tion for the in-water light field. We solve the Full Radia-
tive Transfer Equation (1) by extending the traditional pho-
ton mapping algorithm [Jen01] by taking into account all ten
different events specified in Table 3, while allowing for both
Stokes or anti-Stokes inelastic scattering. This enhancement
is done in both stages: photon tracing and radiance estima-
tion.

During the photon tracing stage in the original photon
mapping method [Jen01], a Russian roulette algorithm is
triggered at each interaction with the medium, deciding
whether the photon is scattered or absorbed. In [GMAS05]
the authors add a second Russian roulette which separates
absorption from inelastic scattering; in the latter case, a new
photon is generated at a different wavelength, but the al-
gorithm considers just a single type of inelastic event with
Stokes behavior. No anti-Stokes events are simulated. In
contrast, our method uses just a single Russian roulette to
choose between ten different kinds of interactions (includ-
ing three types of inelastic events where the photons may
gain or lose energy), and can be easily extended to handle
an arbitrary number of different interactions. Finally, we im-
prove the radiance estimation stage over previous methods
by adding a term to take into account the contributions from
the inelastic scattering events. The next subsections present
the algorithm in more detail.

4.1. Stage 1: Photon tracing

We shoot photons from the light sources and let them interact
with the geometry and the medium according to its optical
distance, which is a function of the extinction coefficient (as
in the original photon mapping method). We statistically de-
cide at each interaction which type of event occurs (refer to
Table 3) with just a single Russian roulette. At the interac-
tions, photons are stored in a kd-tree as in traditional photon
mapping.

The wavelength spectrum is box sampled into Nλ samples,
so absorption (α(λ)) and scattering coefficients (σ(λ)) are
implemented as Nλ-dimensional arrays while wavelength re-
distribution functions ( f (λ′,λ)) are implemented as Nλ×Nλ

square matrices. Each of the photons carries information
about a portion of flux (∆Φ) at a certain sampled wavelength
(λ′). Importance sampling is used for computing the optical
distance, so ∆Φ does not change along the photon tracing
stage, while λ′ changes for inelastic scattering events.

In order to apply the Russian roulette algorithm, we will
define an albedo Λ j(λ) for each interaction j as follows:

• If interaction j represents an elastic scattering event, then

Λ j(λ) = σ j(λ)
κ(λ)

• If j represents an absorption interaction that does not
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show inelastic scattering (detritus and minerals, basi-

cally), then Λ j(λ) = α j(λ)
κ(λ)

• For each absorption interaction that could generate inelas-
tic scattering (pure water, phytoplankton and CDOM) we
define its inelastic probability (χ j), the probability that an
absorption event generates an inelastic scattering event:

χ j(λ
′) =

∫ λb

λa

fI(λ
′,λ)dλ ≈

Nλ

∑
i=1

fI(λ
′,λi) (21)

where λa and λb are the lower and upper limits of the
simulated wavelengths, and i ∈ [1..Nλ] refer to samples in
wavelength domain:

– If interaction j represents the effective inelastic scat-
tering event within the absorption interaction: Λ j(λ) =
α j(λ)
κ(λ) χ j(λ)

– If interaction j represents the pure absorption event
(no inelastic scattering happening at all): Λ j(λ) =
α j(λ)
κ(λ) (1−χ j(λ))

Thus, at each interaction a random number ξ between 0
and 1 is generated resulting in (between parenthesis, exam-
ple values of Λ j at λ = 500nm that determine the size of the
corresponding interval are included):

• ξε[0,ξ1) → absorption by pure water (2.51 ·10−1).
• ξε[ξ1,ξ2) → Raman scattering, inelastic scattering by

pure water (1.21 ·10−9).
• ξε[ξ2,ξ3) → absorption by minerals and detritus (7.12 ·

10−2).
• ξε[ξ3,ξ4) → absorption by phytoplankton (4.90 ·10−3).
• ξε[ξ4,ξ5) → inelastic scattering by phytoplankton (2.18 ·

10−3).
• ξε[ξ5,ξ6) → absorption by CDOM (7.83 ·10−2).
• ξε[ξ6,ξ7) → inelastic scattering by CDOM (1.21 ·10−2).
• ξε[ξ7,ξ8)→ elastic scattering by pure water (7.44 ·10−3)
• ξε[ξ8,ξ9) → elastic scattering by minerals and detritus

(2.94 ·10−1).
• ξε[ξ9,1] → elastic scattering by phytoplankton (2.79 ·

10−1).

where ξi(λ) is given by ξi(λ) = ∑
i
j=1 Λ j(λ)

To compute the new re-emitted wavelength after a inelas-
tic scattering event i, the normalized wavelength redistribu-

tion function fi(λ′,λ)
χi(λ′) is treated as a probability distribution

function (PDF) given the excitation wavelength λ′. To sam-
ple it efficiently we first build its normalized cumulative dis-
tribution function (CDF) and then inverse importance sam-
ple this CDF. Greater values of the PDF for a given wave-
length will translate to steeper areas of the CDF, thus in-
creasing the probability of a re-emission at such wavelength.
Note that the definition of fi(λ′,λ) is not limited to the vis-
ible spectrum, which might result in re-emissions happen-
ing at wavelengths beyond the visible spectrum. However,
as χi(λ′) is limited to the simulated (visible) spectrum, only
inelastic interactions within this spectrum are considered. It
could happen that a photon inelastically scattered at such

wavelengths suffers a second inelastic scattering event that
brings it back to the visible light range. Given the low prob-
ability of this chain of events and our computer graphics ap-
proach, we assume that a photon beyond the visible spectrum
is definitely absorbed. Figure 1 shows a global overview of
the algorithm during the photon tracing stage.

P h o t o n

A b s o r p t i o n
E l a s t i c

s c a t t e r i n g

Ine las t i c

s c a t t e r i n g

R u s s i a n

R o u l e t t e

W a v e l e n g t h  s a m p l i n g

Figure 1: Photon tracing algorithm. Inelastic scattering

events generate a photon with a different associated wave-

length according to the wavelength redistribution function.

4.2. Stage 2: radiance estimate

To estimate radiance we adopt a tradeoff between speed and
memory requirements similar to the proposed by Jensen and
Christensen [JC98]: we only store photons in the photon map
if they have been reflected or transmitted from surfaces, or if
they have already been scattered at least once. Thus, we can
compute single scattering more efficiently by ray marching
through the medium and sampling the light sources by cast-
ing shadow rays. Taking into account the wavelength redis-
tribution function for inelastic scattering, a new addend will
be added at each step of the ray marching process:

N

∑
l=1

Nλ

∑
i=1

{
Ll

(
λ′

i ,~wl

)
pI

(
λ′

i ,λ,~wl ,~wo

)
αI

(
λ′

i

)
fI

(
λ′

i ,λ
)

∆x

}
(22)

where i ∈ [1..Nλ] and l ∈ [1..N] refer to samples in the wave-
length and light source domain respectively, ~wl is the direc-
tion to the light with an incoming radiance Ll and ∆x repre-
sent the ray marching steps.

Multiple scattering will be computed from the photon
map, finding in the kd-tree the n photons which are closest
to the estimation point by using the typical nearest neigh-
bours algorithm. To account for multiple inelastic scattering
we modify the radiance estimate expression of [JC98] by in-
cluding a new term:

n

∑
k=1

{
pI

(
λ′

k,λ,~wk,~wo

)
fI

(
λ′

k,λ
) ∆Φk

4
3 πr2

}
(23)

where r is the radius of the sphere that contains the n closest
photons, and k represents each of the stored photons.

5. Results

We have used the values from Table 5 for our simulations.
In the images produced we only vary the chlorophyll con-
centration C, minerals and detritus turbidity αd(400) and
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(a) C = 0,αd = 0, αy = 0 (b) C = 0.01,αd = 0, αy = 0 (c) C = 0.1,αd = 0, αy = 0 (d) C = 1,αd = 0, αy = 0

(e) C = 0,αd = 0.1, αy = 0 (f) C = 0.01,αd = 0.1, αy = 0 (g) C = 0.1,αd = 0.1, αy = 0 (h) C = 1,αd = 0.1, αy = 0

(i) C = 0,αd = 0, αy = 0.1 (j) C = 0.01,αd = 0, αy = 0.1 (k) C = 0.1,αd = 0, αy = 0.1 (l) C = 1,αd = 0, αy = 0.1

Figure 2: Resulting pictures varying the chlorophyll concentration C, the minerals and detritus turbidity αd at 400nm and the

CDOM turbidity αy at 440nm.

CDOM turbidity αy(440). The choice of those three param-
eters to reduce the dimensionality of the model was based
on their greater overall influence on the resulting light field.
The photon map contains 400000 photons, with 250 used in
the estimation of radiance. Ray-marching depth is set at 200
steps. Each of the images has been rendered in a Dual Xeon
Pentium 4 at 2.8GHz with 2GB RAM at 512× 384 resolu-
tion, casting one ray per pixel, and took approximately 20
minutes to render. This time is roughly independent of the
number of parameters of the bio-optical model. In order to
reduce these computation times, several optimization tech-
niques could be adopted, like using adaptive ray-marching
or radiance caching strategies [JDZJ08]. Additionally, per-
ceptual issues could be taken into account, using just an ap-
proximate solution in areas of the image where the error is
known to be perceptually negligible [SGA∗07].

Energy balances show that on average almost 99% of the
energy emitted by the light sources is absorbed after just a
few interactions of the photons, with very incremental vari-
ation after the fourth interaction and negligible contribu-
tion after the fifth. This relatively fast convergence is due
to the strong absorption in water. We have therefore lim-
ited the number of interactions per photon to five, in order
to speed up the simulations. Variations of the parameters
C, αd(400) and αy(440) yield different probabilities for ab-
sorption, elastic and inelastic scattering events, which in turn

affect the in-water light field. The results can be seen in Fig-
ure 2, with each of the varying parameters influencing the
final light field as follows:

• Chlorophyll concentration (C) affects mainly both elastic
and inelastic scattering. The effects of inelastic scattering
are mostly masked by the more predominant elastic scat-
tering and absorption, which increases slowly. The third
column in Figure 2 shows brighter images than the pre-
vious two due to in-scattering. For higher values (fourth
column), out-scattering prevails and the images become
darker.

• Minerals and detritus turbidity (αd(400)) increases ab-
sorption at lower wavelengths, thus reducing the bright-
ness of the scene and the overall blue hue. Scattering is
also increased, making the images appear murkier. Figure
2 shows variations of the minerals and detritus turbidity
between the first and second rows for direct comparison.

• CDOM turbidity (αy(440)) slightly increases absorp-
tion (darker images) and introduces inelastic scattering
(change in hue). This can be seen by comparing the first
and third rows in Figure 2.

We have undergone a visual validation of our model by
rendering different natural waters. Figure 3 shows the result-
ing underwater images for Atlantic, Mediterranean, Baltic,
North Sea and shallow coastal waters rich in CDOM respec-
tively. All the images have been simulated at the same depth
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Figure 3: Rendered images of different waters. From left to

right: Atlantic, Mediterranean, Baltic, North Sea and shal-

low coastal waters rich in CDOM. Smaller patches below for

comparison purposes by Frisvad et al. [FCJ07] (used with

permission).

and are illuminated by the same isotropic point light source.
The changes in color are clearly noticeable, from a darker
blue in the case of Atlantic water, to the greener hue in the
image of the North Sea. The smaller patches below the first
four images correspond to the simulations by Frisvad et al.
[FCJ07] for the same types of water, and are shown for com-
parison purposes. Our simulations based on radiative trans-
fer approximately match their simulations based on Lorenz-
Mie theory. The differences are mainly owed to two factors:
on the one hand, the overall darker tone in our images is due
to in-water absorption, whereas [FCJ07] renders the surface

of the water body; on the other hand, the absence of inelas-
tic scattering effects in [FCJ07] can have a visible influence
the final appearance of water, as shown in Figure 4 for the
Baltic case. The properties of the water have been adjusted
according to measurements found in [BSF∗03] [Mob94] for
our bio-optical model and [BSF∗03] in the model by Frisvad
et al. In both cases, it is only the changes in the constituents
of the waters which yield the different colors. We have addi-
tionally performed a numerical analysis of the in-water radi-
ance field, to quantify the influence of each constituent. The
results can be seen in Figure 5.

6. Conclusion

We have presented a complete bio-optical model of ocean
water based on parameterizing its intrinsic optical proper-
ties. Relying on radiative transfer theory, we obtain the re-
sulting in-water light field by extending the rendering algo-
rithm presented in [GMAS05]. The extension can now han-
dle more complex interactions between light and water, in-
cluding inelastic scattering with anti-Stokes behavior, where
the scattered photon absorbs energy from the medium and is
re-emitted at higher energies. We have additionally studied
the influence of the parameters in the apparent optical prop-
erties of water in the scene, which are defined by the light
field obtained. We have performed an energy-balance anal-
ysis, and visual validation of the method has been provided
by direct comparison with images by Frisvad et al. [FCJ07],
rendering different types of waters based on published con-
stituent data.

We have included Raman scattering by pure water and
fluorescence by phytoplankton and CDOM as inelastic scat-
tering events with energy transfers. Even though their com-
bined quantitative contribution to the overall radiance field

is usually less than 2% (see Figure 5), this relatively small
percentage does have a clear influence on the apparent op-
tical properties, as Figure 4 shows. We thus argue that
these events, usually overlooked in computer graphics litera-
ture, are qualitatively important for underwater imagery and
should be included in a complete simulation. Other types
of inelastic scattering such as Compton, Bragg or Brillouin

could also be added, although their influence is more incre-
mental. Other particulate elements could be easily added as
well just by including their corresponding absorption and
scattering coefficients in the model; however, the three con-
stituents treated here (phytoplankton, minerals and detritus
and CDOM) have the most influence in the final radiance
field.

The results show how the model developed can easily
be used for physically-based simulations of underwater im-
agery. We believe this work can be of interest not only in
the computer graphics community, but in remote sense or
oceanographic studies as well.

Figure 4: The influence of inelastic scattering in the appar-

ent optical properties of water (Baltic sea): Left, no inelastic

scattering. Center, just chlorophyll inelastic scattering (as

in [GMAS05]). Right, all inelastic scattering events included

in the simulation.

Figure 5: Radiance distribution of the resulting in-water

light field per type of event (Baltic Sea).
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