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Abstract
This paper introduces a new method for simulating homogeneous subsurface light transport in translucent objects.
Our approach is based on irradiance convolutions over a multi-layered representation of the volume for light
transport, which is general enough to obtain plausible depictions of translucent objects based on the diffusion
approximation. We aim at providing an efficient physically based algorithm that can apply arbitrary diffusion
profiles to general geometries. We obtain accurate results for a wide range of materials, on par with the hierarchical
method by Jensen and Buhler.
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1 Introduction

Rendering translucent materials is a daunting task due to
the complexity of subsurface light transport. In the case
of homogeneous materials, the diffusion approximation can
be used for reducing the dimensionality of the problem
[JMLH01, DJ05], fact that has made the simulation of
subsurface scattering practical, both in terms of time and
physical accuracy.

Inspired by the work of Donner and Jensen [DJ05] and
D’eon et al. [dLE07], our approach is based on the observa-
tion that the equation defining multiple subsurface scattering
in homogeneous materials is similar to the equation that de-
fines convolutions. We therefore model the simulation of
subsurface light transport by means of image convolutions.
We set up a set of layers uniformly distributed along the
volume of the object, parallel to the projection plane of the
camera, distribute the incoming irradiance among them and
create a set of convolution images that model light transport
at each layer and between layers. Discrete Fourier transforms
are applied to all the layers, as convolutions become multi-

plications in frequency space (and therefore are much more
efficient to compute).

The results obtained show that this technique is gen-
eral enough to work both with previously published data
[JMLH01, NGD∗06, MES∗11] and user-defined materials. It
compares well with more traditional solutions, while offer-
ing an attractive, customizable trade-off between rendering
accuracy and computation time.

2 Previous Work

There has been a lot of recent research in the field of com-
puter graphics related to scattering [GJJD09]. One of the
most popular techniques for simulating the appearance of
translucent materials is the dipole method [JMLH01]. This
approach formulates a BSSRDF by combining an exact solu-
tion for single scattering with a dipole point source diffusion
approximation to simulate multiple scattering. Building on
that work, a hierarchical method [JB02] can be used for ef-
ficiently rendering of multiple scattering. Furthermore, this
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method has been mapped to the GPU and extended with an
approximation of single scattering, so translucency is simu-
lated at interactive rates [RJD05]. Our work is also based on
the diffusion approximation.

Haber et al. [HMBVR05] present a very accurate com-
putational solution to subsurface scattering simulation us-
ing octree discretization, a multigrid solver and an embed-
ded boundary stencil. These allow to additionally simulate
heterogeneous materials and complex geometries. Donner
and Jensen [DJ05] show how to extend the dipole method
for multi-layered materials. The key idea is to realize that
the reflectance and transmittance at each of these thin lay-
ers can be computed as convolutions in the frequency do-
main, assuming that those layers are differentially plain
and parallel to the surface of the object; this assumption
forces the inclusion of a correction factor according to the
surface normal. Although our method also models subsur-
face scattering as convolutions, we do not require know-
ing the transmittance profile for the material to be simu-
lated. Instead, we distribute a set of virtual layers (parallel
to the plane of the image) that represent two-dimensional
slices of the light transport model, based on the diffusion
profile.

A number of interactive and real-time approaches exploit
consumer-level graphics hardware, at the cost of restricting
somewhat the range of applicable diffusion profiles. Lensch
et al. [LGB∗02] store the incident illumination into a texture,
which is then used for simulating local scattering by convolv-
ing it with the material profile. The global response is calcu-
lated via projection of the light texture over the mesh vertices
and calculating the light transport between them through a
vertex-to-vertex factor matrix (a concept also used in other
techniques [HV04]). Finally, both responses are combined.
Compared to them, our convolutions take into account both
the local and global responses.

Dachsbacher and Stamminger [DS03] show how the global
appearance of translucency can be simulated by means of
filtering shadow maps, whereas Mertens et al. [MKB∗03]
focus on local behaviour, importance sampling a texture rep-
resenting the profile. Chang et al. [CLH∗08] build on top of
both works, achieving interesting visual results both at local
and global level. However, the diffusion profiles that can be
simulated using these techniques are limited: some profiles
would require a big number of texture samples for their lo-
cal behaviour, and therefore maintaining real-time may not
be possible. Other techniques extend the idea of translucent
shadow maps by modelling the irradiance in cube maps,
simulating deformable objects in real-time [BC06, GCZ∗08,
BJG09]. D’Eon et al. [dLE07] define a diffusion profile as
a linear combination of zero-mean gaussian functions, to
filter incident light and simulate subsurface scattering in tex-
ture space. This technique works extremely well for human
skin. All these techniques suggest that filtering the incoming
irradiance is a good strategy to simulate subsurface scat-

tering. Other recent works take a screen-space approach
[JSG09, JWSG], which inspired our approach of defin-
ing the irradiance layers parallel to the projection plane of
the camera.

Wang et al. [WeCPW∗08] use PCA analysis to estimate
the diffusion profiles by a linear combination of basis func-
tions, which in turn allows to pre-compute multiple scattering
for interactive editing and relighting of translucent materials.
Munoz et al. [MES∗11] approximate the BSSRDF from sin-
gle images of objects made of optically thick, homogeneous
materials. They extract geometry and lighting information
from the input image, and use piecewise-constant basis func-
tions to derive a plausible diffusion profile.

This paper builds on top of the work by Echevarria et al.
[EMSG10] by

• Improving the visual accuracy of the renders by modifying
the way in which light is distributed to (and combined
from) the virtual layers.

• Developing several optimizations over the original al-
gorithm, that avoid computations that would be unper-
ceivable on the final render (less convolutions at less
resolution).

• Building a set of test cases for demonstrating the behavior
of the algorithm.

• Showing a greater variety and quality of results.

3 The Diffusion Approximation

Our algorithm is based on the diffusion approximation
[JMLH01], which defines multiple subsurface scattering for
homogeneous materials as

Lm(�x0, �ω0) = 1

π
Ft

(
nob

nmed
, �ω0

) ∫
A

Rd(‖�x0 − �xi‖)E(�xi)dA(�xi),

(1)

where Lm is the exitant radiance, Ft is the Fresnel transmis-
sion term, A defines the surface area of the object, �xi and
�x0 define the incident and exitant point of light respectively,
�ωi and �ω0 define the incident and outgoing light directions
and nob and nmed define the indices of refraction of the ob-
ject and the medium. Rd is a one-dimensional function called
the diffusion profile that defines the properties of the mate-
rial regarding subsurface scattering. Several models for this
function can be found in different works, such as the dipole
model [JMLH01], which we choose in this work in order
to compare our results with results from physically captured
materials. E defines the irradiance, that can be computed as
follows:

E(�xi) =
∫

�

Ft

(
nob

nmed
, �ωi

)
L(�xi, �ωi)(�ni · �ωi)d �ωi (2)

c© 2011 The Authors
Computer Graphics Forum c© 2011 The Eurographics Association and Blackwell Publishing Ltd.



A. Munoz et al. / Convolution-Based Simulation of Homogeneous Subsurface Scattering 2281

Figure 1: Overview of our algorithm. We place parallel layers equally spaced along the volume of the object. The irradiance of
the surface of the object is distributed among the layers (1). Partial subsurface scattering is simulated by means of convolutions
applied to each of the layers (2). Adding these partial results we obtain the radiant emittance maps for each layer (3). Using the
object matte as a mask (4), these maps are combined for the final result (5). Figures a– c on the right column show a schematic
view of the first three steps, respectively.

where � refers to the whole hemisphere of incident light,
L represents incident radiance and �ni is the normal of the
surface at �xi . This is computed independently for all colour
channels (RGB).

Assuming that the material to be simulated is optically
thick, single scattering is negligible compared to multiple
scattering [JB02], and therefore Equation (1) approximates
subsurface scattering for such materials. In the case of ho-
mogeneous materials, this simple assumption will allow us
to simulate light transport by means of image convolutions.

4 Our Algorithm

4.1 Overview

Figure 1 shows an overview of our rendering algorithm. At its
core lies the observation that the effect of subsurface scatter-
ing can be modelled as convolutions [DJ05, dLE07]. We first
define a set of equally spaced parallel planes that divide the
volume covered by the object. Although our algorithm works
for a generic orientation of those planes, the best results are

achieved when these are parallel to the projection plane of
the camera. From now on, we consider that orientation to be
the optimal and therefore the default for our simulations.

We first compute the irradiance across the surface of the
object. For each point on the surface, we then store it divid-
ing it between the two closest layers (front and back for each
point). Subsurface scattering effects are calculated by con-
sidering the diffusion profile of the material and performing
convolutions between layers. In our work, we model these
convolutions from the diffusion profile Rd for a each layer.
Then the final result integrates the contributions from all
layers. Our algorithm is sufficiently general that it can also
be used with measured scattering data [JMLH01, NGD∗06,
MES∗11] as well as user-defined diffusion profiles, by sim-
ply defining absorption and extinction coefficients and using
the dipole model [JMLH01].

4.2 Rendering light transport as convolutions

Our aim is to represent Equation (1) as convolutions. The
key idea is to notice the similarity between the integrals of
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Equation (1) and the definition of convolution:

(f ∗ g(x, y)) =
∫ ∞

−∞

(∫ ∞

−∞
f (x, y)g(x − i, y − j )di

)
dj .

(3)

The integral in Equation (1) contains a product of functions;
if we reduce the vectors �xi and �x0 to a two-dimensional space,
we can express Equation (1) as

Lm(�x0, �ω0) = 1

π
Ft

(
nobj

nmed
, �ω0

)
(E ∗ Rd)(�x0). (4)

The extension to three dimensions is performed by defining
a set of two-dimensional layers, and by finding the convo-
lutions that define the light transport between them. This is
an efficient approach given that all the convolutions can be
done in the frequency domain (in which they become multi-
plications) by applying a Discrete Fourier Transform to both
E and Rd.

In our coordinate system, x and y are the horizontal and
vertical axes of the image, whereas z represents depth, per-
pendicular to the image plane. We subdivide the scene by
defining a series of nl layers equally spaced along the z -axis
of the shape of the object, and parallel to the image plane.
Each layer is then located at a distance zl given by zl =
min (z) + l�z where �z = (max (z) − min (z))/(nl − 1) (l =
0. . .nl − 1) and min (z) and max (z) represent the limits of
the bounding box of the object in the z-axis. A good com-
promise between rendering time and accuracy is achieved
with a number of layers nl varying between 4 and 8. Assum-
ing that all interactions between pairs of layers are due to
multiple scattering, we rely on convolutions to compute the
contribution between them.

Our approach is similar in spirit to Donner and Jensen’s
[DJ05] in that both methods use convolutions to simulate
subsurface light transport. However, there are several key
differences:

• Donner and Jensen’s layers represent different material
properties of the object being rendered, while our layers
are simply a convenient way to represent two-dimensional
slices of the irradiance along the object. In Donner and
Jensen’s method, these layers are defined in object-space,
parallel to its surface, which requires a reparametrization
of the reflectance and/or transmittance profiles accord-
ing to the surface normal when the surface is in fact not
planar. Our layers are independent of the object’s geom-
etry, and are defined in image-space, set at equidistant
intervals and parallel to the camera’s projection plane.
The material properties taken into account by Donner and
Jensen’s layers are reflectance and transmittance profiles,
which vary from layer to layer. Our work accounts for an
homogeneous diffusion profile.

• At each of these layers, we define its corresponding ir-
radiance map El

i. The resolution of these maps should
be the resolution of the final image, although, depending

on the properties of the diffusion profile and on the ge-
ometry of the object, lower resolutions (even four times
smaller) can be used without any perceivable effect on the
subsurface light transport, therefore reducing rendering
times.

• Instead of attempting to model and render a multi-layered
material, our work aims to improve the efficiency of ren-
dering a homogeneous material without limitations nor
assumptions about the diffusion profile.

Light is sampled in image space, both from the front and
from the back of the object. The irradiance at each sample is
computed from Equation (2) and equally distributed between
the corresponding pixels of the two closest layers (half of the
irradiance to each of them).

We generate nl convolution maps Re
d, each one representing

the effect of the incoming irradiance at a specific layer, on
the outgoing radiance at a layer at distance e = m�Z with
m = 0, ..., nl − 1. These convolution maps are generated as
Re

d(x, y) = Rd(ψ) where

ψ =
√(

kx

(
x − w

2

))2
+

(
ky

(
y − h

2

))2

+ (e�z)2,(5)

where w and h represent the width and height of the down-
sampled irradiance maps, whereas kx and ky are scale factors
that relate the size of the irradiance maps with the size of the
geometry of the object. The radiant emittance map at each
layer (Ml) is then obtained by convolving it with each Re

d

yielding

Ml(x, y) =
∑

∀i,e=|i−l|
Ei(x, y)Re

d (x, y). (6)

For efficiency reasons, this convolution is computed using the
Discrete Fast Fourier Transform implemented in the FFTW
library [FJ05].

Had lower resolution layers been employed for efficiency,
the radiant emittance maps Ml are now resized to the image
resolution. The final outgoing radiance (the resulting image)
at any point x0 is computed by using Equation (1) as follows:

Lm(�x0, ω0) = 1

π
Ft(

nob

nmed
, ω0)M(x0), (7)

where the radiant emittance M(x0) is computed from linear
interpolation between the corresponding pixels of the closest
resized radiant emittance maps from the two closest layers
(Figure 1). Specular highlights are included afterwards by
simply using the Phong model, to enhance the perception of
translucency [FB05].

5 Optimizations

Although the full light transport simulation is only achieved
by applying the previously presented algorithm, there are
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several optimizations that can be devised to increase effi-
ciency.

One of the optimizations is based on the fact that the
diffusion profile is monotonically decreasing, and thus the
influence between layers also decreases with distance. For
instance, a large, optically thick object would present no
practical contribution from the front layer to the back layer.
This can be seen in Figure 1, where most of the energy is
stored in the three layers along the diagonal. We can leverage
this observation by detecting the threshold distance dt from
which the diffusion profile presents a negligible contribu-
tion and then avoid computing convolutions between layers
further apart than such distance. More specifically, given a
threshold t defining the percentage of energy that is consid-
ered as negligible, we find dt as follows:

tRd(0) = Rd(dt) ⇒ dt = R−1
d (tRd(0)) . (8)

All the contributions from layers i to layer l where |zi − zl|
> dt can then be ignored in Equation (6). However, since
computing the inverse of the diffusion profile might not be
possible, in practice we ignore all layers i contributing to
layer l where tRd(0) > Rd(|zi − zl|). This optimization reduces
the number of convolutions needed to reach the final solution.
As the bottleneck of the algorithm is the computation of the
corresponding Fourier transforms for the convolutions, the
speed-up is noticeable, up to five times faster.

Notice, however, that the number of convolutions required
is dependent not only on the chosen threshold t but on the
optical thickness of the material. Very optically thick mate-
rials present less contributions between layers than optically
thinner ones, and as a consequence for the same threshold
t the former materials require less convolutions to converge
than the latter. Figure 2 shows this. For threshold t = 0.1%,
a small bunny requires seven convolutions per layer, whereas
the largest one requires just a single convolution per layer (the
optimal case). In both cases, the results are almost identical
to the full solution. However, if the threshold is increased to
t = 5% the small bunny requires just two convolutions per
layer, although the difference starts being noticeable. Our
tests show that t = 0.1% is a practical threshold for this
optimization, giving a good compromise between average
speed-up and image quality.

Another practical optimization is the downsampling of the
resolution of each of the layers with respect to the resolu-
tion of the final image. This has already been introduced in
Section 4. However, the effect of this optimization greatly
depends on the properties of the material (more translu-
cent materials can be rendered with lower resolution layers).
Figure 3 shows the case of wholemilk, where the resolution
can be as low as 25% of the original size before artefacts start
to be noticeable.

Notice how the first optimization proposed works bet-
ter for optically thick materials, whereas the second one

8c - 26s 8c - 25s

7c - 23s 1c - 5s

2c - 7s 1c - 5s

Figure 2: Efficiency and visual test for the threshold op-
timization, using a Stanford bunny made of wholemilk
[JMLH01]. Eight layers were used at 800x800, with-
out downsampling. Left column presents bunnies that are
ten times smaller than the ones on the right column.
From top to botton: threshold t = 0% (no optimization),
threshold t = 0.1% (small optimization) and threshold
t = 5% (large optimization). Below each image, we show
the number of convolutions per layer c and the rendering
time in seconds s.

gives better results for more translucent ones. This makes
combining both techniques a good strategy to speed up all
kinds of homogeneous materials while preserving quality.
Finally, another relevant optimization consists of applying
Equation (6) just to layers for which the final emittance is
seen from the camera. Different geometries result into a dif-
ferent number of layers being ignored, reducing the compu-
tation time to about half on average.

6 Results and Discussion

We have presented an algorithm for the efficient rendering
of subsurface scattering in the case of homogeneous op-
tically thick materials, which provides an attractive trade-
off between accuracy and speed. By means of the proposed
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100%r-31s 50%r-7s 25%r-2s

Figure 3: Efficiency and visual test for different downsampled resolutions, using a Stanford bunny made of wholemilk [JMLH01].
Eight layers were used at 800×800. From left to right: full resolution, half resolution and a quarter resolution (represented by
r). Simulation time indicated in seconds s.

Figure 4: Results of our algorithm. Top row: skimmilk, potato, apple and wholemilk from [JMLH01]. Bottom row: Wax, ketchup,
orange juice and soap from [MES∗11].

optimizations, this trade-off can be customized for differ-
ent scenarios. Our technique is versatile enough to model
a wide variety of materials. Figure 4 shows different diffu-
sion profiles applied to different geometries. We have applied
the photographic tone-mapping operator [RSSF02] to all the
images for display purposes.

Our algorithm takes an average of seven seconds for the
simulation of light transport, at 800 × 600, without any op-
timizations and using four layers, on an Intel Core i7 @
2.66 GHz with 6 GB of RAM. By applying all the opti-
mizations (0.1% threshold, reducing layer resolution to a
half) our algorithm runs in around 2 s. We have integrated

c© 2011 The Authors
Computer Graphics Forum c© 2011 The Eurographics Association and Blackwell Publishing Ltd.



A. Munoz et al. / Convolution-Based Simulation of Homogeneous Subsurface Scattering 2285

2 layers - 7s 4 layers - 14s 8 layers - 33s 16 layers - 100s [JB02] - 59s

Figure 5: Test of our algorithm with respect to the number of layers (at 800 × 800 resolution), rendering a Stanford bunny
made of wholemilk. From left to right: 2 layers, 4 layers, 8 layers, 16 layers and ground truth (rendered using the hierarchical
algorithm [JB02]), with the corresponding rendering times in seconds. No optimizations were applied.

Figure 6: Comparison of the results. Left column: renders
from our algorithm. Right column: renders from Jensen and
Buhler’s algorithm [JB02]. From top to bottom: apple and
marble [JMLH01] and orange juice [MES∗11].

our algorithm into a ray-tracer, that takes an average of
14 s to compute all the intersections and shadows. However,
this could be optimized by using a rasterizer and porting it
to GPU.

In Figure 5, we test the output of our algorithm with
respect to the number of layers used. Notice that, even though

the accuracy and the perception of the geometrical details
increase with the number of layers (see for instance the chin
and the front feet, with more accurate shading as the number
of layers increases), good solutions are obtained with a very
low number of layers.

The results of our technique are visually comparable to
previous physically based subsurface rendering algorithms.
Figure 6 shows different results compared to ground truth
renderings. There are several previous techniques that
are based on the diffusion approximation for simulating
subsurface scattering, which could be potentially used as
ground truth for our tests. Some of these techniques are
based on the local high-frequency behaviour of the material
[MKB∗03], on a global low-frequency representation [DS03]
or on a combination of both [LGB∗02, HV04, CLH∗08].
Others have been designed specifically to simulate specific
materials, such as human skin [dLE07, JSG09, JWSG]. To
provide fair comparisons with our results, we thus use the
method of Jensen and Buhler [JB02] which, similar to our
approach, is able to deal with generic diffusion profiles.

7 Limitations and Future Work

Current limitations of our method are mainly related to ren-
dering times. In our CPU implementation, Fourier transforms
are still relatively costly. As we have seen, this can be amelio-
rated by using lower resolutions for the irradiance layer maps.
However, this down-sampling affects the final appearance of
the render and may become a problem with fast-decaying dif-
fusion profiles, where the softening effects of our approach
could turn into a visible loss of detail. Using layers with
variable resolution and distribution depending on the geom-
etry could be studied. Recent FFT GPU implementations
[GLD∗08] could also be used to speed up computations;
while achieving real-time would still be a challenge, perfor-
mance gains could reach interactive frame rates. We have also
offered several other optimizations strategies which maintain
visual accuracy in the results, while significantly reducing
rendering times.
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Our results are restricted to optically thick, homogeneous
materials. It would be interesting to extend our algorithm
to heterogeneous and optically thin materials. For the latter,
single scattering would need to be taken into account.

8 Conclusions

Our algorithm is general enough to work with a wide range
of diffusion profiles, either measured or defined by the user.
Even though we approximate light transport by convolutions,
it succeeds at reproducing the appearance of translucent ma-
terials, producing results that are visually on-par with pre-
vious state-of-the-art techniques. We believe it presents an
attractive, customizable balance between speed and quality.
Although our current implementation runs on the CPU, its
image-based approach makes it a good candidate to effi-
ciently run on the GPU. We hope it can inspire future real-
time algorithms, as well as image editing techniques.
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