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The main task of a computer animator is to
make the objects of a purely synthetic 3D
world move realistically. The great number
of computer animation techniques that al-
ready exist and the new ones that are con-
tinuously appearing, are the result of a
multidisciplinary exchange of ideas. Our
main goal has been to provide a classifica-
tion of computer animation systems fo-
cused on motion and behaviour modelling
from the point of view of control tech-
niques. We also present the historical evo-
lution in these areas, providing an exten-
sive bibliography and highlighting some
historical milestones. Finally, a set of Inter-
net adresses of the most relevant research
groups in this area present on the Web is
also given.
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1 Introduction: the historical
evolution of computer animation

Computer animation covers a wide range of tech-
niques that apparently have very little in common.
Computer animation systems work with one or
more elements that vary in time; several parame-
ters have to be controlled within every element.
It is not an easy task to define the best way to carry
out such control.

Computer animation techniques have been mov-
ing away from traditional animation techniques
and have come closer to those of mechanics, ro-
botics, artificial intelligence and so on. Table 1
shows some historical milestones in the evolution
of computer animation. The first and rudimentary
systems were developed by the end of the 1960s
and only helped to automate some traditional ani-
mation tasks. During the 1970s, computer anima-
tion began to be applied to task modelling, in-be-
tweening calculation and postproduction stages.
During the 1980s, script-based systems, as well
as kinematic movement generation, were first
started. The search for realism present in other
computer graphics disciplines is also reflected
in computer animation, where physical laws
(i.e. dynamics) made it possible to obtain natural
movement in the late 1980s. The progressive
preference of the term simulation to the term an-
imation also shows this tendency. It is important,
in any case, to distinguish between animation and
simulation (Hegron et al. 1989). In the first case,
the objective is to generate, in different ways,
frames that are sequentially visualized at a given
rate to reproduce a sequence. Simulation can be
defined as an animation sequence that reproduces
natural phenomena in our surroundings. Simula-
tions are based on mathematical and physical
models so that the user can visualize their tempo-
ral evolution. To work in real time, an image has
to be generated in less than 1/15 s. This very fact
limits the amount of calculus allowed for gener-
ating each frame. It is possible to generate the an-
imation in another way, not in real time, but by
generating the frames one by one and storing
them. Later, they are projected at a rate of 25
or 30 frames/s. The time spent in generating
one frame can vary from a couple of seconds to
several hours, depending on the complexity of
the scene and the equipment available. The start
and extension of so-called physically based mod-
elling has had two important consequences for
computer animation:
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e As it uses complex mathematical models to con-
trol the movement of bodies and other parame-
ters, computational requirements are important,
and in general, very difficult to achieve in real
time.

e Motion control becomes complicated and not
very intuitive.

The next section shows how several research
groups have made a big effort to lighten these
problems.

The introduction of the concept of the synthetic ac-
tor in the late 1980s brought about a new revolu-
tion in computer animation. Since then, synthetic
actors have been used intensively, not only in ani-
mation systems, but also in military systems, ergo-
nomics, learning modules, teleoperation, entertain-
ment and so on. These actors should be able to
move in as realistic a way as possible, according
to physical laws, but should also be capable of
tasks development and decision making. The ap-
plication of techniques stemming from robotics
and artificial intelligence becomes clear now: the
animated actor will be a simulated robot in a sim-
ulated world. The shift from purely reactive behav-
iour to another type of behaviour in which the in-
dividual acts according to his/her experience (indi-
viduals capable of learning) is a step forward in be-
haviour modelling.

The introduction of virtual reality in the 1990s and
its progressive expansion and popularity, have
opened a new world of possibilities for synthetic
actors and for the simulation of physical phenom-
ena. Distributed complex 3D virtual environments,
capable of real-time interactions, represent a new
challenge in the development of semiautonomous
or independent actors.

New and powerful computers and the use of parall-
elization techniques have made it possible to han-
dle the increasing computational complexity that
current animation systems require.

This of state-of-the-art report focuses on two spe-
cific parts of computer animation systems: motion
and behaviour modelling. A classification of cur-
rent computer animation systems is proposed in
the next section. Sections 3 and 4 deal with the de-
velopment of tools and techniques used in motion
and behaviour modelling, respectively. An appen-
dix with Internet references of the most representa-
tive and innovative research groups on these areas
is also provided.
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2 Classification of computer
animation systems

One way to classify the large number of animation
techniques that already exist and the new ones that
are continuously appearing is to focus on the con-
trol systems they use. Motion control represents
the heart of any animation/simulation system. It
determines the interface friendliness and the kind
of motion and deformation that can be considered,
as well as its range of applicability.

High-level animation systems allow users to spec-
ify movement in an abstract way, whereas low-lev-
el systems require the user to specify all the motion
parameters. Traditionally, one can distinguish
three families of control:

e Descriptive or guided systems, which reproduce
an effect without knowing about the causes

e Generative models, which offer a causal de-
scription of objects motion

® Behaviour or task-oriented models, which sim-
ulate autonomous beings with perception, deci-
sion, action and communication abilities.

In Table 2, we present a classification of computer
animation techniques based on control models.
This is the classification we follow and detail in
the rest of this report.

3 Evolution of motion modelling
in animation systems

In this section we analyse the first row of Table 2,
which presents the evolution of motion synthesis
techniques. First, we present descriptive models;
later, we introduce physically based modelling sys-
tems; and finally, we discuss task-oriented model-
ling.

3.1 Descriptive or guided models

In these models, each object is described by a
number of parameters. The model explicitly de-
scribes their variations in time. We can include a
number of systems in this group, which we now
describe.



Table 2. Animation techniques classification

Control Models

Animation systems

Motion Modelling Descriptive or guided models

Generative models
Physically based systems

Task-oriented modelling

Behaviour modelling

Behaviour-based or task-oriented modelling

Keyframe systems
Procedural systems
Script systems
Direct and inverse kinematic systems
Systems with geometrical deformations
Motion capture and/or rotoscopy systems

Dynamic systems
Direct
Inverse
Dynamic systems solved
By integration
With preprocessed control
With matrix control
By nonlinear optimization
Simplified Dynamic systems
Recursive formulations

Motor control/low level
Genetic algorithms
Sensor/actuator networks
Finite-state machines

Motor planning/high level
Distributed systems
Local interactions
Stimulus reponse
Perception and action
Automata systems
Algorithmic systems
Software agents and artificial life
Rule-based systems
Fuzzy logic systems
Genetic algorithms
Expert systems
Neural networks
Action selection

3.1.1 In-betweening

Animation systems can be based on keyframing
in which the animator specifies the system’s ki-
nematics by means of giving the parameter val-
ues in the keyframes. In-betweenings are calcu-
lated by having the computer apply an interpola-
tion law that can be linear, constrained to a mo-
bile point (Magnenat-Thalmann and Thalmann
1990), based on splines (Kochanek and Bartels
1984; Bartels et al. 1987; Spencer-Smith and
Wyvill 1989) or on quaternions (Shoemake
1985, Barr et al. 1992, Jiittler 1994). In these
schemes, control over the animation is total.
Nevertheless, if the number of parameters is con-
siderable, motion specification becomes a te-
dious task (for instance, if we want to animate

a human, even with a very simplified model with
22 links, more than 70 parameters — angles and
references — have to be specified in each frame).
Furthermore, the motion obtained can move
away from a real one. Most commercial anima-
tion packages make extensive use of in-between-
ing: Fig. 1 shows several keyframes of a short an-
imation created with Fractal Design Corpora-
tion’s Poser.

3.1.2 Procedural models

A Script-based systems were the first control mod-
els to be developed. The animator has to write
the script using an animation language. The best
well-known systems are:
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Fig. 1. A set of keyframes obtained with Fractal Design Corporation’s Poser 2

Fig. 2. Visualization of the set of kinematic chains used to control the position of a tennis player. Note the Inverse Kinematics (IK)
manipulation gizmo used to position the effectors
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e ASAS (Reynolds 1982) is the first system that
introduced the concept of “actor” (an object with
its own animation), with communication and
synchronization among actors. It posseses it
own language, which is an extension of LISP.

e MIRA (Magnenat-Thalmann and Thalmann
1985) uses its own language (CINEMIRA) which
is an extension of PASCAL. The system also has
an editor (the ANIMEDIT), to avoid the animator
having to program to write the script.

B Systems that use direct and inverse kinematics
to develop algorithms for generating complex
motion, such as human walking and various an-
imal movements form the second type of proce-
dural model. These systems are based on biome-
chanical and biological studies. Instead of spec-
ifying positions, the animator specifies parame-
ters that condense the essence of the motion and
allow its individualisation. In inverse kinemat-
ics, if the position of the final effector (open
chains) is given, the calculation of the interme-
diate links is automatic (Paul 1981). Figure 2
shows an articulated figure positioned with in-
verse kinematics using the ARTIST package'.
The kind of equations these systems work with
is highly nonlinear; therefore, specific tech-
niques have to be applied. Two groups of meth-
ods to solve the problem can be found in inverse
kinematics systems:

1. The jacobian methods
2. Nonlinear programming techniques

As examples of the first group, we should mention:

e Girard and Maciejewski (1985) develop a gen-
eral model for legged locomotion in their
PODA system.

e Boulic et al. (1990) also propose a human walk-
ing model. Later, they propose a combined in-
verse/direct method that allowes them to use
prerecorded motion as reference motion and to
add user motion restrictions as a secondary task
to be accomplished (Boulic and Thalmann
1992; Boulic et al. 1994).

e Mas-Sans6 and Thalmann (1994) develop an al-
gorithm for automatic grasping for a system that
works with synthetic actors. It is based on a

! Animation Package for Real-Time Simulation (ARTIST),
ESPRIT Project E20102. Developed by LISITT (University of
Valencia, Spain), GIGA (University of Zaragoza, Spain), Norks
Regnesentral (Norway), APD (Spain) and Art & Magic (Bel-
gium).

grasping taxonomy and both direct and inverse
kinematics is used.

e Bruderlin et al. (1994) characterize human
walking both with locomotion parameters (for-
ward velocity, step length and step frequency)
and 15 attributes that personalize motion. This
motion generator is the one used in the gener-
al-purpose system for human animation “Life
Forms” (Calvert et al. 1993). They also consider
the grasping problem, where inverse kinematics
are very useful to position shoulder, elbow and
wrist once the hand is placed.

e Boulic et al. (1995) and Mas-Sans6 et al. (1996)
introduce the term inverse kinetics to express
the combination of joint kinematics and mass
distribution.

As an example of the application of nonlinear pro-
gramming, we can mention the Jack system for an-
imation of human figures (Fig. 3) developed at the
University of Pennsylvania. The nonlinear equa-
tions are solved by means of a potential function
that measures the distance to the target position.
Nonlinear programming techniques help them to
minimize the function (Zhao and Badler 1994).

C A third group of procedural models is formed
by systems that deal with deformations geomet-
rically. See Barr (1984), Sederberg and Parry
(1986), Coquillart (1990), Coquillard and
Jancene (1991), and Hsu et al. (1992) for infor-
mation on free form deformations, see Preston
and Hewitt (1994) on NURBS, and Magnenat-
Thalmann et al. (1988) on joint-dependent local
deformations.

3.1.3 Motion capture and rotoscopy

Techniques have been based on live motion cap-
ture (Meyer et al. 1992; Bodenheimer et al.
1998) (Fig.4) and rotoscopy (Luo et al. 1992)
from films or video. These techniques are now be-
ing extensively used for body motions as well as
for facial expressions and speech, and have given
rise to the development of new editing methods
to treat recorded motion. They reuse and adapt
captured motion and use various algorithms such
as:

e Multiresolution filtering to personalize motion,
multitarget interpolation and smoothing tech-
niques for motion concatenation and blending
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Fig. 3. Jack character. Image courtesy of Engineering Animation, Inc

Fig. 4. Example of motion-capture data transferred to 3D animation (Bodenheimer et al. 1998)

Fig. 5. Walking parametrization along two emotional axes: happiness (vertical) and knowledge (horizontal). Verbs and adverbes:
multidimensional motion interpolation (Rose et al.1998)
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(Bruderlin and Williams 1995; Rose et al 1998)
(Fig. 5)

e Displacement functions (Snibbe 1995)

e Fourier developments on experimental data to
add emotions to previously captured human mo-
tion (Unuma et al. 1995)

e Motion warping (Witkin and Popovic 1995)

e Contour tracking in multiple images (Hoch and
Litwinowicz 1996) and facial expression analy-
sis for virtual conferencing (Fisert and Girod,
1998)

3.2 Generative models:
physically based modelling

3.2.1 Direct and inverse dynamics

It was the search for realism that produced the de-
velopment of new control techniques. In particular,
physically based modelling (Barzel 1992) has
made it possible to consider natural phenomena
applying simulation techniques. Mechanical simu-
lation works with three kinds of objects:

e Articulated rigid objects (already mentioned)

e Deformable objects (Terzopoulos et al. 1987):
with the appearance of systems that work with
synthetic actors, the interest in human body de-
formations (Gourret et al. 1989; Boulic et al.
1995; Volino et al. 1996), including facial ones
(Waters 1988; Platt and Badler 1981), has in-
creased. Many groups are also working on cloth
deformations (Fig. 6) (Kunii and Gotoda 1990;
Carignan et al. 1992; Deussen et al. 1995;
Louchet et al. 1995; Ng et al. 1995; Volino
and Magnenat-Thalmann 1995; Ling et al.
1996; Liu et al. 1996) and on general deform-
able objects (Baraff and Witkin 1992; Metaxas
and Terzopoulos 1992; Giidiikbay et al. 1993).

e Particle models (Reeves 1983; Peachey 1986).
These models have been intensively used to
treat certain natural phenomena such as water
(Fournier and Reeves 1986; Xu et al. 1997,
van Wijk 1993; Goss 1990; Kass and Miller
1990), smoke (Chiba et al. 1994) and fire (Loke
et al. 1992; Stam and Fiume 1995).

Likewise, there are groups that have developed
their own symbolic languages for manipulating

the equations that appear in this kind of systems
(for example, Liu and Cohen 1995a).

In the simulation process, objects become masses
with forces and torques acting on them. Motion
arises applying the laws of classical mechanics.
Therefore, the term simulation is frequently used
instead of animation.

There are two approaches for using dynamics:

e Direct dynamics, where forces and torques are
known and motion is obtained with minimal
control over the system. Once initial conditions
are given, the system evolves “alone”. It fits
passive systems, without internal forces and tor-
ques

e Inverse dynamics, where motion is known and
forces and torques are unknown and computed.
It is best suited to motor systems that convert in-
ternal energies to time-dependent forces that
produce their own motion. Here, the problem
is the lack of realism: arbitrary motion without
physical foundation can be generated

Various formulations have been adopted to obtain
motion equations (Badler 1991):

e Newton-Euler (Gascuel and Gascuel 1994)

e Lagrange (Bruderlin and Calvert 1989; Vas-
ilonikolidakis and Clapworthy 1991)

e Gibbs-Appell (Wilhelms 1987)

e D’Alembert (Isaacs and Cohen 1988)

Compared to purely kinematic ones, dynamic sim-
ulations have the advantage of giving great realism
and reacting automatically to the environment
(collisions, inertia, etc.). However, they pose other
problems such as the control of the animation and
the high computational cost of generating them.
There have been two strong tendencies among
the groups devoted to the application of dynamics
to computer animation:

e Focus on developing new control schemes
e Attempts to reduce computational complexity.

Even nowadays, the challenge is to obtain user-
controlled realistic motion with small computation
times.

3.2.2 Control in dynamic systems
The control problem (Wilhelms 1991) was initially

tackled by translating the control necessities into a
problem of applying forces: this is the so-called
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Fig. 6. Synthetic “dressed” Marilyn by Miralab, University of
Geneva

Fig.7. Dynamic simulation examples of athletic behaviors by
Hodgins et al. at the Graphics, Visualisation and Usability Center

MIRALab - U. of Geneva University of Georgia

preprocessing control. In most cases, it takes the e Motion description modules where high-level
form of springs and dampers. The method is capa- control parameters such as step parameters, ve-
ble of implementing objectives when the spring locity and paths are considered

rest position coincides with the objective position. e Motor or control modules, which generate the
It can also consider joint limits and collisions if the guiding forces
simulated spring is made to compress when the e Dynamic modules,
limit is surpassed or when a collision occurs. The
user can simply specify the objective or the path
in a kinematic way. Systems of this kind are those

which establish motion
equations and which usually have a numerical
resolution submodule.

of Barzel and Barr (1988), Wilhelms (1987),
Wilhelms and Barsky (1985), Raibert and Hodgins
(1991) and Liu et al. (1994). In general, these sys-
tems generate motion using different modules:
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Bruderlin and Calvert (1989) present a hybrid ki-
nematic/dynamic system to simulate human
walking based on a deep kinematic knowledge
with these three levels of control. Another exam-



ple of simulation to generate human motion (run-
ning, cycling, jumping or swimming) by means
of servo proportional/derivative forces is that of
Hodgins et al. (1995), Wooten and Hodgins
(1996) and Brogan et al. (1998) (Fig. 7). Lamo-
uret et Gacuel (1996) use direct dynamics to sim-
ulate a trajectory constrained to a user-defined
one.

Another kind of control is matrix control, where
constraints are expressed in the form of equa-
tions. Isaacs and Cohen (1987, 1988) create a
system to simulate articulated figures where the
user is allowed to control the motion by means
of kinematic constraints and behaviour functions
that specify accelerations or forces as functions
of time — a mixture of direct and inverse dynam-
ics.

In all the systems we have mentioned, the resolu-
tion scheme is of the integral type. Once the mo-
tion equations have been established, they are
solved with a numerical resolution system that in-
tegrates the equations in each time interval, mov-
ing forward in time. A more general vision of
the control problem, at scene level, is that of
Witkin and Kass (1988), who introduce the space
time concept to refer to all the forces and to the
values of all the degrees of freedom from the be-
ginning to the end of the scene. The system auto-
matically generates paths that have to fulfill objec-
tives, mechanical laws (which are considered an-
other type of constraint that ties forces and dis-
placements) and minimize some functions (such
as energy, softness, efficiency, etc.). This method
is computationally expensive, and nonlinear opti-
mization techniques have to be used (such as the
conjugated gradient method). Systems of this type
are those of Cohen (1992) and Cohen and Liu
(1995b) who use a hybrid method between key-
frame animation and optimization, and Liu et al.
(1994) who propose the use of a hierarchical repre-
sentation using wavelets for the functions that re-
present the temporal evolution of the generalised
degrees of freedom.

3.2.3 Computational reduction techniques
in dynamic systems

The search for real-time response has motivated
the study of various simplifications in the dynamic
models. Efficiency is the goal, to the detriment of
precision. There are various approaches:

® Recursive algorithms suppose a relationship be-
tween forces and accelerations of consecutive
joints, so that they do not have to simultaneous-
ly solve all the joints, but will do it in a recur-
sive manner. This increases resolution time
per joint and makes equations less intuitive.
Their great advantage is that they succeed in
passing from a computational complexity of
O(n?) to O(n), so that they are well suited to
systems with many degrees of freedom. There
are a number of recursive algorithms, such as
those of Armstrong (1979), Featherstone
(1987), Lathrop (1986), Hollerbach (1980) and
Balafoutis and Patel (1991). Some implementa-
tion examples of this type of algorithm in
computer animation systems are those of Arm-
strong and Green (1985) for the first one,
McKenna and Zeltzer (1990) for the second,
Vasilonikolidakis and Clapworthy (1991) for
the fourth, and Rose et al. (1996) for the fifth al-
gorithm.

e For their sparse dynamics model, Dworkin and
Zeltzer (1993), propose discreet event simula-
tion. Instead of integrating equations step by
step, in regular time intervals, they propose a
resolution in two steps. They make a first fast
computation to estimate when the next collision
will take place (first stage); then, the object is
moved from one interaction to another, focusing
computation in those events (second stage).

e Other simplifying ideas are those of van Over-
veld (1994), who suggests migrating from the
rigid body dynamics to point mechanics to prof-
it from current numerical techniques or consid-
ering some degrees of freedom kinematically
driven through paths and leaving the others to
the dynamic simulation (van Overveld and Ko
1994).

e Preston (1995) developes a distributed algo-
rithm that tries to increase the motion genera-
tion speed by means of the use of parallelizat-
ion techniques.

3.3 Task-oriented models: motor control

In the next generation of systems, namely the fask-
oriented systems, objects have environment per-
ception, decision, action and communication abili-
ties. Within these systems, a distinction should be
made between:
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Fig. 8. Walking simulations using finite state machines. The first row corresponds to an open-loop unstable cycle. The second one
shows the cycle with closed-loop feedback added (Laszlo et al. 1996)

e Motor or low-level control that provides basic
actor movements and that can be physically
based or simply heuristically based

e Motor planning or high-level control that con-
nects perception and action.

In these systems, no paths are calculated for later
refinement. Instead, the goal is to produce control-
lers that make decisions according to the informa-
tion that they receive.

In this section, we focus on motor control. Control
can be kinematic (Jung et al. 1994; Noser et al.
1995) or dynamic, as in the systems we have al-
ready commented on, but we must also consider
other techniques.

3.3.1 Genetic programming techniques

The results of these techniques (Goldberg 1989;
Davidor 1991) are control programs (Koza 1992).
They need some starting variables and functions,
a fitness function to measure individual fitting, a
termination criterion, the number of individuals
per generation and the maximum number of gener-
ations. It is a kind of artificial evolution in which
only those individuals who fulfill the requirements
survive (Gritz and Hahn 1995). Systems of this
kind are those of Ngo and Marks (1993), Auslan-
der et al. (1995) and Sims (1994) who uses these
techniques to obtain not only motion, but also mor-
phology of creatures.
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3.3.2 Sensor-actuator networks (SAN)

Braitenberg (1984) plans some “thought experi-
ments” using a balanced network of various kinds
of nodes in order to demonstrate the possibility of
obtaining intelligent behaviour. These ideas have
been used by:

e Wilhelms and Skinner (1990), who work with
solids capable of moving through 3D space.
Combining sensors, effectors, arcs and nodes
with adequate connections, they generate quite
interesting movements with very little input in-
formation from the animator, using a network
paradigm.

e Van de Panne and Fiume (1993) automatically
synthesize the network. The user introduces
the mechanical configuration of the system,
augmented with some simple sensors and actu-
ators. The system computes various forms of
motion for each configuration. The searching
process is stochastic. In order to reduce the
searching space and to obtain balanced motion,
van de Panne and Lamouret (1995) apply an ex-
ternal momentum to ensure a straight position
during human locomotion (later, this momen-
tum is eliminated).

3.3.3 Finite state machines

Tmovic and McGhee (1966) suggest the applica-
tion of the automata theory of the finite state to



the analysis and synthesis of engineering systems.
This theory has also been applied to animation sys-
tems:

e Zeltzer (1982) and Zeltzer and Johnson (1993)
model each joint controller as a finite-state ma-
chine. Over these machines, there are others
(for each limb, for example) whose states are
combinations of the former ones. The motor
program (for walking, for example) is also a fi-
nite state machine whose states are made from
local motor programs (LMPs) that have to be
concurrently executed. The local motor pro-
gram accedes to the joints by changing param-
eter values.

e Laszlo et al. (1996) use finite state machines
with proportional-derivative (PD) controllers to
generate an open-loop basic movement that is
later disturbed to obtain stable motion (Fig. 8).

4 Behaviour-based modelling
on animation systems

The last row of Table 2 shows behaviour model-
ling techniques that have been used, others which
are nowadays being used and those that are starting
to be used. In most cases, the final target is to ob-
tain free synthetic actors in unpredictable virtual
environments. Section 4.1 presents the evolution
of these techniques and Sect. 4.2 shows the current
trends.

4.1 Introduction and evolution
of behaviour modelling

The various behaviour modelling techniques have
evolved for some years now. The main changes
can be summarised as follows:

e Techniques are moving from animations based
on scripts (such as those in traditional anima-
tion) to those that do not need scripts.

e Current systems are normally modular and dis-
tributed, i.e. suitable for implementation in par-
allel architectures.

e Instead of using artificial intelligence (Al) tools,
artificial life (Alife) elements are being intro-
duced in behaviour modelling (Magnenat-Thal-
mann and Thalmann 1994).

e A structure has been created where low levels of
animation (motor skills), high levels of anima-

tion (behaviour skills) and even other intermedi-
ate levels can be distinguished.

e Actors tend to be autonomous, adaptive and to
have learning skills.

e A complex behaviour emerges from a combina-
tion of simple behaviours.

The most relevant works that show the stages of
computer animation and behaviour are now de-
scribed.

The work of Reynolds (1982, 1987) is the first im-
portant step in incorporating behaviour and auton-
omy concepts to classical computer animation sys-
tems. He proposes a “bottom-up” approach and de-
signes a system where a global and complex be-
haviour emerges from a combination of several
simple individual behaviours. Reynolds creates
synthetic flocks of birds that avoid crashing into
one another, maintain a constant velocity and re-
main within the flock. The animation he produces
clearly shows these characteristics.

Another piece of pioneer work in creating synthet-
ic actors, which is done by Magnenat-Thalmann
and Thalmann (1987) is the “Human Factory” an-
imation system, designed to reproduce synthetic
actors who play the roles of famous stars already
deceased, such as Marilyn Monroe or Humphrey
Bogart. Their work provides solutions for model-
ling the skeleton and the body of the actors, and
they focus on simple behaviours like grasping or
expressing emotions facially. They conclude that
the key features to obtain and use synthetic actors
would be:

e To provide the actors with some knowledge
about their environment

e To control their behaviour with an adequate lev-
el of abstraction

e To improve the quality of rendering for the an-
imations

e To implement quick and reliable systems to de-
sign the actors physically.

The work done by Haumann and Parent (1988) is
also very interesting. They present a computer ani-
mation system in which a complex movement is a
result of the simulation of simple behaviour rules
between locally related actors. Their object-oriented
system is based on a message-passing mechanism.
They are working to provide the actors not only
with physical behaviour, but also with other behavi-
ours that may express social or personal aspects.
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After these first papers on behaviour and anima-
tion, an important need to define the current state
of computer animation systems arises. They can
no longer be considered systems that merely al-
low us to automate some parts of traditional ani-
mation and to accelerate parts of their production
process. They are proper animation systems with
several differentiated levels of work. Concepts
like synthetic or autonomous actors and behav-
iour modelling are beginning to crystallize (as
shown in column 3, Table 1). Among the works
that define this point of inflexion, the following
could be quoted: Zeltzer (1982), Zeltzer and
Johnson (1993), Hegron et al. (1989), Renault et
al. (1990) and Thalmann and Magnenat-Thal-
mann (1991).

From that moment on (columns 3 and 4, Table 1) a
clear difference between physically based model-
ling and behaviour-based modelling is made, al-
though sometimes both techniques are comple-
mentary. Physically based modelling, as stated in
the previous section, emphasizes realistic aspects
like elasticity, deformation or collision, as can be
sampled in hair or clothes modelling. Behaviour-
based modelling covers those internal aspects,
some not yet well developed, like personality, so-
cial differences, perception or reaction. At this
stage, the first papers devoted to behaviour model-
ling appear. The most relevant points are:

e Lethbridge and Ware (1989) present an anima-
tion system based on stimulus responses, i.e.
perception-action. They state that, when an ani-
mated sequence is done, the actors are forced to
behave as organisms responding to stimuli in
their own local environment. The essence of
the method is to “show” each actor how to be-
have within the environment and with each oth-
er. Maiocchi and Pernici (1990) present their
computer animation system Pinocchio, which
incorporates the ability to create an animation
sequence with very little or no direction from
the animator. As in movie making, where the di-
rector gives general instructions to the actors
who express the details of how to act in the
scene by themselves, the system allows the an-
imator to specify the global scene, the restric-
tions and the various objects or actors in the
scene (in terms of scripts). Coordination issues
are solved autonomously by the actors through
message passing.
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e Wilhelms and Skinner (1990) state that behav-
ioural animation is a means of automatic control
motion where the objects or actors to be animat-
ed are or should be able to feel or perceive the
environment and to decide their own movement
following some rules. They describe a system in
which a network with sensors as inputs and ef-
fectors as outputs connected by arcs and other
nodes is responsible for the motion of objects
(see sensor-actuator networks in Sect. 3.2.2).
They conclude that future computer animation
systems will have to combine low-level tech-
niques (like locomotion) and high-level tech-
niques (like interpretation or behaviour) in an
intelligent fashion.

e McKenna et al. (1990) present an application
with a perception-action approach. They de-
scribe an animation system composed of two
levels that cooperate. A sensor-motor level,
the low level, is responsible for the locomotion
of an actor (a synthetic insect). Mathematical
oscillators (rhythm), reflexes (feedback from
spatial restrictions) and kinematic laws (already
seen in the previous section) are involved in this
process. The reflexes behave like sensors, de-
tecting holes or obstacles, and reacting to them.
The oscillators define coordinated gaits that
control the locomotion of the six legs of the vir-
tual insect, offering stability in motion accord-
ing to the situation. A reactive level, the high
level, interprets the environment in order to de-
cide the actions that the low level should carry
out, like setting speed or choosing the direction
to move in.

e Beer (1990, 1995) and Beer et al. (1991, 1992)
define the concept of computational neuroethol-
ogy on the basis of the fact that animals with
simple nervous systems give rise to complex be-
haviour when they try to adapt themselves to a
changing environment. They apply this princi-
ple to an artificial hexapod insect, showing a
2D graphical simulation of its behaviour. They
also apply it to robotics (Beer et al. 1997). For
the simulation, they use a set of simulated sen-
sors that allow it to know the state of the body
(leg position) and the environment (food, other
objects and energy). The possible behaviours
are locomotion, turning, wall following and eat-
ing. The whole framework is based on a neural
network where the nodes are neurons and the
connections are activatory or inhibitory, and



the resulting behaviour is the imitation of an in-
sect with a simple nervous system.

e Mah et al. (1994) develop a computer animation
system to model behaviour, using the latest ad-
vances in expert systems and knowledge engi-
neering. Their approach uses a control structure
of several agents that interact through a rea-
soning process that uses an inference engine.
Beardon and Ye (1995) propose a similar sche-
ma, using a production rule system to incorpo-
rate behaviour to computer animation. Cremer
et al. (1996) define a methodology, split in sev-
eral steps, to create a virtual scenario or envi-
ronment and to create graphical simulations
within it. When specifying the control of the ac-
tors, they propose a control schema that in-
cludes coordination of various agents, planning
and high-level behaviours.

4.2 New trends in behaviour modelling

We now outline some of the more relevant and in-
novative works on behaviour modelling for com-
puter animation. More details can be found in
Badler et al. (1991), Trappl and Petta (1997) and
Earnshaw et al. (1998).

Maes (1990, 1994, 1995) presents a general sche-
ma for model behaviour, which can be applied to
several fields, including robotics and computer
animation (Brooks 1989, 1991). Their work has
been a constant reference and a source of inspira-
tion for other behaviour modelling systems in
computer animation. The approach uses an per-
ception-action schema as opposed to other classi-
cal approaches, which are based mostly on plan-
ning. They propose an action selection algorithm,
based on the current situation and current goals. It
evaluates the environment and acts during execu-
tion (as opposed to other existing algorithms,
which need to be compiled and are therefore
much less versatile and do not prove to be dynam-
ic in a changing environment during execution).
The resulting system is characterised by a behav-
iour network in which each node represents a con-
crete behaviour. Inside the network a constant en-
ergy is created, and based on current goals, situa-
tions and relations among behaviours, continuous
competition between these behaviour nodes is
maintained, ensuring correct action selection de-
cisions each time.

The work presented by Tu and Terzopoulos (1994)
(Fig. 9) shows a bottom-up approach, and uses a
physical model to design actors (fish) and an envi-
ronment for them. The synthetic animal has a loco-
motion model, a sensory system and a behaviour
model. At the lowest level of abstraction, the fish
is physically based on graphical models. The sen-
sory system is responsible for perceiving a dynam-
ic environment. At the highest level of abstraction,
the behaviour system decides the most adequate
behaviour or action to undertake at each iteration,
and acts as a mediator between the perception sys-
tem and a motor system. The latter is responsible
for the locomotion of the artificial fish.

The work of Blumberg and Galyean (1995) and
Blumberg (1997) focuses on the design of artificial
creatures and virtual environments. Although the
final goal of these papers is to provide an external
direction of actors in real-time computer animation
systems, they present a general behaviour model,
based on perception and action selection for auton-
omous animated characters. The schema they pro-
pose defines three levels: perception, behaviour
and motor. The main idea is (1) to satisfy a set
of goals in a complex and dynamic environment,
solving competition between goals, some of them
concurrent, (2) to deal with errors or incomplete-
ness during the perception stage and (3) to avoid
dithering between behaviours.

Thalmann and colleagues have been working on
complex systems that mix virtual reality, com-
puter graphics and animation, with the special
aims of obtaining great realism and of designing
autonomous synthetic actors that imitate human
behaviour (Boulic and Thalmann 1992; Carignan
et al. 1992; Boulic et al. 1994; Thalmann and
Magnenat-Thalmann 1991; Thalmann 1996; Ka-
Ira et al. 1998). Thalmann et al. (1997) present
a system, currently under development, that sim-
ulates the artificial life of synthetic actors. On the
basis of a perception-action schema, they imple-
ment virtual sensations (vision, tact and audition)
and simulate actions in response to this percep-
tion such as locomotion (leg motion), grasping
(with the hand) or “ball-in-air following” using
synthetic vision. The system they present is an
interesting alternative in behaviour modelling.
It may be a solution to providing an actor with
the necessary information to find a path, avoid
obstacles, play or interact with other actors, con-
struct an internal representation of the environ-
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Fig. 9. “Jaws- shark stalking prey” (a) and “Two

fish engage in mating ritual” (b) by Xiaoyuan Tu

and colleagues (courtesy of Xiayuan Tu and DGP,
Toronto)

Fig. 10a, b. “Sid” (a) and “Wendy” (b) created
with the Java version of Improv running within a
VRML browser by K. Perlin and A. Goldberg
(IMPROV Project, Media Research Laboratory,
New York University)

Fig. 11. “Anyone for Tennis?” directed by N.
Magnenat-Thalmann and D. Thalmann (courtesy of
Miralab, University of Geneva)



ment and learn or forget the kind of things hu-
mans usually do.

The work of Badler et al. (1993, 1997), the cre-
ators of the Jack copyright, is another example
of a computer animation system that includes a
behaviour model. They propose an agent-based ar-
chitecture that presents two work levels. The low-
er level is called the sensor-control-action (SCA)
while the higher level presents a well-defined,
but still general, schema: parallel transition net-
works (PaT-Nets). The SCA produces local and
adaptive movements. It consist of sensors, control
nodes and actuators. Its basic behaviours are of the
“to walk”, “to go to”, “to look at” type. The PaT-
Nets allow the expression of more elaborate be-
haviour patterns than the previous basic ones.
They are in fact automata, able to run in parallel
and based on the current state of the environment,
the current goal(s) and/or state of the system. The
combination of SCA and PaT-Nets produces an
adequate schema to define complex behaviour
for synthetic actors.

We want to mention another computer animation
system based on scripts (Goldberg 1997) that en-
ables the creation of autonomous synthetic actors.
The IMPROV project is being developed at New
York University’s Research Media Lab (Fig. 10)
and it uses classical scripts for a given actor. These
scripts are divided into groups. Each group con-
tains all the scripts (or behaviours, we might say)
that are mutually exclusive, in the sense that they
are incompatible. However, in some cases, scripts
belonging to different groups may be executed at
the same time (meaning that a particular behaviour
may have some scripts working in parallel, even if
they are contradictory). Furthermore, autonomy is
added to the system by allowing the scripts to have
several different conditional executions, each of
which has its own probability of success. The ac-
tors can also have some special personal character-
istics and preferences, establishing their own per-
sonality. These attributes allow actors to be provid-
ed with criteria to decide the adequate alternative
when dealing with such conditional scripts. The
overall result is that the system uses conditional
scripts in which the solution chosen is based on
the criteria and personalities of the actors and on
the given probabilities. By defining scripts, groups
of scripts, personalities, criteria and probabilities,
it is possible to obtain actors possessing personal-
ity and autonomy. The system is capable of pro-

ducing different computer animations depending
on these parameters and the interaction between
scripts, i.e. actors.

Another research area on synthetic actors and vir-
tual scenarios, is the study of theatre and the acting
(art) of real actors or characters to apply these prin-
ciples to the creation of believable synthetic actors.
This is the case for Hayes-Roth (1995) and Hayes-
Roth et al. (1997), who study the meaning of per-
sonality in a context where artificial agents behave
like actors. From this point of view, they define
concepts like role, behaviour and improvisation
for synthetic actors.

Another concern in the design of synthetic actors is
the fact that they should be believable, that their
behaviour should seem natural and that they have
to express emotions and use a natural language
to communicate (Bates 1994; Loyall 1997).

The research work by Pina and Serén (Pina 1998a,
b) proposes using classical artificial intelligence
tools together with other techniques coming from
the artificial life field. The goal is to design, first
of all, a complex behaviour for synthetic actors,
and second, changing scenarios for these actors.
In order to make this possible, the actor (principal
actor) is provided with decision, learning and ad-
aptation capabilities. These characteristics are im-
plemented with a fuzzy logic-based expert system,
a neural network and a selection-action algorithm.
The dynamic scenario is designed by using differ-
ent objects: static and dynamic objects and extra
actors. The latter can be any objects, living or
not, and can have associated genetic algorithms
that control their evolution in the scenario.

A new and interesting classification of actors in
computer animation is proposed by Thalmann
(1996) and Cavazza et al. (1998), where various
classes of synthetic actors are distinguished:

e Virtual actors or participants represent the virtu-
al animation of a person in real time, through
virtual reality devices.

e Guided actors are actors directly manipulated
by the animator or final user. Their motion does
not have to be the same as that of the animator
or user.

e Autonomous actors are able to generate their
own behaviour. This implies that they have to
identify the scenario in order to generate appro-
priate actions required by their behaviour.
Among this type of actors, they distinguish
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those that are passive and evolve in the environ-
ment without “touching anything” and those
who interact actively with the environment
and even communicate with other actors (inter-
active-perceptive actors).

This classification shows that autonomous actors
need virtual sensors (Noser et al. 1995, Thalmann
et al. 1997) to perceive the environment correctly,
and behaviour modules to decide the actions to
take on. Noser et al. (1996) and Molet et al.
(1999) give an example of this approach. It is
about an interactive game of tennis (Fig. 11) in-
volving a guided actor and two interactive autono-
mous actors, Marilyn and a Referee, both provided
with artificial visual capabilities. The simulation of
the ball motion, gravity, and its interaction with the
net is achieved by physically based techniques.

5 Reflections

Man possesses a remarkable ability to perceive the
most subtle details of motion. For computer-gener-
ated motion to be convincing and give a lifelike
impression, animated objects must behave in a nat-
ural manner.

Nowadays there are numerous applications of mo-
tion synthesis: cinematographic animation, virtual
environments, videogames, ergonomics, rehabilita-
tion, etc. Although the course embarked upon dur-
ing the 1970s to get a computer to specify motion
has been an extremely difficult one, the results at-
tained are magnificent, and the future is looking
bright, as this survey has tried to reflect. For exam-
ple, at present, animation of certain characters’
movements attempts to capture the subtleties of
motion to express personality and state of mind,
sketching out ever more credible models as a
greater number of details are incorporated to the
related algorithms. The number of work teams in-
volved in the issues at hand is large and diversi-
fied.

Perhaps the matter still pending, in comparison
with the advances made in motion and behaviour
modelling, remains the design of user-friendly
control systems. The difficulty resides in the de-
sign of control systems from the animator’s view-
point that do not require in-depth knowledge of be-
haviour algorithms and motion equations. In addi-
tion, problems increase as we go further, since syn-
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thetic motion becomes increasingly true to life
when we take into account secondary elements that
interact in response to the actions of the main ele-
ments.

The solid scientific and technical foundations de-
veloped during the last 30 years have rendered
computer animation potentially adequate for a
great number of entertainment, scientific and tech-
nological applications. Nonetheless, we still face
challenges that will demand generating motion
and behaviour with a variety, expressiveness, inter-
activity and realism that, as of yet, we can only
find in reality.

6 Appendix

The following is a list of research groups, who are
actually working on innovative areas of computer
animation.

MIRALab, a research laboratory in virtual reality,
computer animation and telepresence, was created
in 1989 at the University of Geneva, and is direct-
ed by Professor Nadia Magnenat-Thalmann. This
laboratory is specialised in modelling and anima-
tion of virtual human beings (e.g. Rendez-vous a
Montréal). See:

http://miralabwww.unige.ch/.

The Center for Human Modelling and Simulation
of the University of Pennsylvania is directed by
N. Badler. The center works on human motion
modelling and animation (Jack). The overall goal
of the centre is the modelling and animation of
Human Movement. This central topic guides a
number of related research interests covering a
broad scope from image synthesis to natural lan-
guage interfaces. See:

http://www.cis.upenn.edu/~hms/home.html.

The IMPROV Project, at New York University’s
Research Media Lab is building technologies to
produce distributed responsive virtual environ-
ments in which human-directed avatars and com-
puter-controlled agents interact in real time
through a combination of procedural animation
and behavioural scripting techniques. See:

http://www.mrl.nyu.edu/improv.

The Computer Graphics Lab (LIG) at the Swiss
Federal Institute of Technology (EPFL) in Lau-



sanne was founded in July 1988 by Professor
Daniel Thalmann (its director). The laboratory is
mainly involved in computer animation and virtual
reality. Together with MIRALab (University of
Geneva), LIG is especially well known for the cre-
ation and animation of virtual actors like synthetic
Marilyn Monroe. Research at the Computer
Graphics Laboratory (LIG) is oriented towards
the virtual worlds, particularly the simulation of
real-time virtual humans. See:

http://ligwww.epfl.ch/.

The group managed by P.D. Stroud in the Los
Alamos National Laboratory, Technology and
Safety Assessment Division, works on the design
of intelligent actors for synthetic environments.
See:

http://sgt-
york.lanl.gov/homepages/stroud/icdoc/ic1.html

http://sgt-
york.lanl.gov/homepages/stroud/icdoc/ic2.html

http://sgt-
york.lanl.gov/homepages/stroud/icdoc/ic3.html

The Virtual Theatre Project aims to provide a mul-
timedia environment in which users can interact
with intelligent, automated actors, either in well-
defined stories or in improvisational environments.
Users themselves become actors by exercising
high-level control over their own intelligent
agents. These agents improvise to meet the user’s
goals on the basis of their knowledge, personalities
and moods. See:

http://ksl-web.stanford.edu/projects/cait/

The Oz Project at the University of Carnegie-Mel-
on is developing technology and art to help artists
to create high-quality interactive drama, based in
part on Al technologies. In particular, this means
building believable agents in dramatically interest-
ing microworlds. See:

http://www-
cgi.cs.cmu.edu/afs/cs.cmu.edu/project/oz/web/.

The Software Agents Group, at MIT Media Labo-
ratory, works on developing agents, i.e. computa-
tional systems, that perceive, react and behave in
dynamic and complex environments. One of their
projects tries to create animated actors that live
in 3D virtual worlds. See:

http://Ilcs.www.media.mit.edu/groups/agents/.

At the University of Georgia the Graphics, Visual-
isation and Usability Center (GVU), managed by J.
Rossignac, works on several research projects in-
volving fields such as visualisation, computer ani-
mation and virtual reality, collaborative design, us-
ability, multimedia, cognition, digital culture, in-
ternet tools, education and future computing envi-
ronments. See:

http://www.cc.gatech.edu/gvu.

The Graphics and Multimedia Research Lab of
Simon Fraser University, Canada has developed
the software package LifeForms, an innovative
tool for 3D human figure animation, dance chore-
ography, movement planning, game development,
multimedia content creation and education. See:

http://www.cs.sfu.ca/research/groups/GMRL/
projects/lifeforms.html.

IMAGIS (models, algorithms, geometry for graph-
ics and image synthesis) is a team of the GRAVIR/
IMAG Research Lab. This laboratory works main-
ly in modelling the physical behaviour of deform-
able objects: construction, simulation of move-
ment, interactive manipulation, collision detection
and response, simulation and control of articulated
structures and particles systems. See:

http://www-imagis.imag.fr/.

The University of Toronto’s Dynamic Graphics
Project (DGP) is an interdisciplinary research lab-
oratory within the Computer Science Department
and the Computer Systems Research Institute. Re-
search areas at DGP span a wide range of interests,
including modelling (implicit models and interval
methods, muscle models, representing levels of de-
tail) and animation (physically based simulation,
control and learning, hybrid kinematic/dynamic
techniques). See:

http://www.dgp.utoronto.ca/DGP/.

The Human Figure Animation Project of Microsoft
is working to make better and more realistic ani-
mation of humans for computer graphics. The
work involves motion capture analysis and reuse,
torque-minimal transitioning of motion capture,
and most recently, deriving controllable animation
through interpolation of motion-captured or hand-
animated source environments. See:
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http://www.research.microsoft.com/research/
graphics/hfap/.

The Manchester Visualization Centre (formerly the
Computer Graphics Unit), directed by W. T. He-
witt, has been working, among other things, on ap-
plying parallel computing to motion synthesis and
cloth animation. Nowadays, work focuses on inte-
grating interactive computer animation into multi-
media presentations and developing new interac-
tive motion synthesis tools that help an animator
describe the potential for motion. See:

http://www.man.ac.uk. MVCrr.

The Perceptual Science Laboratory at the Univer-
sity of California at Santa Cruz is engaged in a va-
riety of experimental and theoretical inquiries in
perception and cognition. A major research area
concerns speech perception by ear and eye, and fa-
cial animation. See:

http://mambo.ucsc.edu/.
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