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Abstract In this paper, we present two optimization tech-
niques to light and render volumetric data of inhomoge-
neous participating media. Both are independent of the light-
ing model selected. We use an implementation of the ray
marching algorithm to approximate the Radiance Transfer
Equation. The system can calculate single scattering in time-
varying isotropic participating media with the incident field
being modeled as a high dynamic range (HDR) environment
map. We can use dynamic lighting (with certain restrictions)
and free camera movement without using any precomputa-
tions while achieving interactive frame rates.
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1 Introduction

Rendering participating media is a computationally expen-
sive process owed to the complexities of the light transport.
The Radiative Transfer Equation (RTE) [4, 16], which math-
ematically models scattering, absorption and emission, must
be solved. Usually the ray marching technique is employed,
possibly combined with density estimation in a volume pho-
ton map. While these approaches yield good results, they are
normally performed off-line. Alternatively, interactive ren-
dering has relied on ad hoc methods that impose severe re-
strictions or force precomputation steps.

In this paper, we present two GPU-based optimizations
to light and render participating media by solving a sim-
plified version of the Radiance Transfer Equation. Interac-
tive frame rates are achieved using a view-dependent op-
timization technique that reduces the number of fragments
processed, and a view-independent empty space skipping
technique that allows to speed up the ray marching tra-
versals. None of them are based on predetermined illu-
mination models. Lighting comes from an HDR environ-
ment, efficiently sampled by previously transforming it into
a light constellation. Given that no heavy precomputations
are needed, the system can handle time-varying participat-
ing media, single scattering including self-shadowing, free
camera movement and dynamic lighting, where the incident
light field can be arbitrarily rotated.

In this work, the participating media is characterized as
volumetric data obtained by sweeping a laser sheet through a
volume of real smoke using the method of Hawkins, Einars-
son and Debevec [14]. However, since it is general enough,
it has also been applied to data generated using numerical
simulation.

The rest of the paper has the following structure. In
Sect. 2, we briefly present an overview of traditional vol-
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ume rendering techniques and recent GPU-based implemen-
tations and optimizations. Section 3 describes the lighting
model based on the Radiative Transfer Equation. Specific
implementation details are covered in Sect. 4. Finally, the
last two sections present the results and a brief discussion of
the limitations and future directions of our research.

2 Previous work

Light transport in participating media has been a topic of in-
tense research. An important part of the efforts have been
focused on different methods for solving the radiative trans-
fer equation (RTE) [4, 16].

A number of analytic solutions have been found. They
are frequently based on strong simplifications like assum-
ing homogeneous [2] and optically thick media [29] or in-
finitely distant light sources [28]. By sampling a number
of points inside the media, stochastic methods like Monte
Carlo path tracing [40], bidirectional path tracing [24] or
photon mapping [17] can generate high quality results. Nu-
merical simulation approaches are based on evaluating the
radiance transport integral [18, 37, 41]. The two latter can
model complex phenomena as multiple scattering in inho-
mogeneous media at the cost of simulation times in the order
of hours.

Overall performance can be increased by previously stor-
ing light or media dependent magnitudes in a way that
can be efficiently evaluated at render time. By using pre-
computed radiance transfer, Sloan et al. [39] handle com-
plex lighting interactions like soft shadows and scattering.
Other methods use precalculated forward multiple scatter-
ing [13], pre-integrated lighting [45], spherical harmonics
for Fourier volume rendering [9], precalculated transmis-
sion integrals [15] or reuse light scattering paths in a par-
ticle system [43]. Recently, Zhou has used a set of ra-
dial basis functions to convert the media into an equiva-
lent sparse representation [48]. While these methods allow
complex light interactions, interactivity is limited to sta-
tic viewports, specific transfer functions or prefixed light
types and positions. Furthermore, rendering data sets con-
taining a sequence of frames forces precomputation on each
of them.

Recent advances in graphics hardware has allowed the
implementation of interactive and real-time volume render-
ing methods. Since analytic solutions rely on evaluating
a closed set of mathematical formulas, they can be effi-
ciently implemented using GPUs [42, 47]. Methods without
precomputation are usually limited to non-physically based
lighting ray marching [23] or are based on 2D texturing [8].

A number of acceleration techniques designed to im-
prove the efficiency of media sampling have been described.
Kruger and Westermann [23] state an efficient streaming

model over GPUs and implemented different acceleration
techniques for volume ray-casting. Early ray termination
is based on space classification structures and compres-
sion techniques: Guthe et al. use hierarchical wavelets [12],
LaMar, Haman and Joy [25] rely on an octree; Westermann
and Senenich [46] use CPU precalculated 2D textures. Li,
Mueller and Kaufman’s [26] empty space skipping tech-
nique avoids sampling areas that contain no data. Spatial
and temporal data coherence is exploited in [44] and [21].
All these techniques set up acceleration structures in a pre-
computation step.

The purpose of our work, efficiently rendering time de-
pendent participating media without significant precompu-
tation, limits the applicability of previous methods. Our so-
lution relies on a physically based light transfer model en-
abling to calculate single scattering with self-shadowing. As
this method is not efficient enough, two optimizations, based
on the media rendered and the camera position, provide the
extra acceleration needed. Moreover, they do not use any
pre-computed shading nor depend on the illumination model
or lighting environment. Acceleration structures and light-
ing are calculated on the fly, therefore position and orien-
tation of the environment and camera can be interactively
changed.

3 Lighting model

The use of high dynamic range maps has become one of the
most popular methods to represent lighting environments.
Several image-based algorithms have been developed, based
on well-known Monte Carlo methods [19]. These are usu-
ally bad shaped for GPU implementation due to intensive
sampling of the irradiance map. Different techniques can
convert these maps into spherical harmonics [34], light con-
stellations [5, 27] or wavelets [30]. An environment repre-
sented with these methods can be efficiently used at the cost
of using similar but not equal lighting conditions. All but
wavelet-based methods are limited to low frequency envi-
ronments. For our purposes, this is a mild limitation as the
light transport involved in participating media tends to blur
the effects of high frequency lights [30].

Light constellation methods replace areas of the irra-
diance image by simple light emitters. Cohen and De-
bevec’s [5] median-cut technique extracts a set of equal
energy lights, each of them representing areas of differ-
ent sizes. Alternatively, K-means clustering [27] generates
lights with different energy but with more regular spatial
distribution. Other works have generated light constellations
in time slots that are compatible with real-time implemen-
tations [22, 33]. Conversion to a finite number of sources
has the benefit of imposing a deterministic sampling with-
out the storage and complex representations of traditional
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deterministic techniques. Complementarily, noise, principal
problem of stochastic methods and origin of flickering arti-
facts, is eliminated and a desirable coherence along time is
added.

Once the light field has been obtained, a solution to the
light transport in participating media needs to be provided.
Using the integral form of the RTE [4, 16], the radiance L at
a point x in direction ω can be written as:

L(x,ω) = τ(x0, x)L(x0,ω)

+
∫ x

x0

τ(u, x)κt (u)
(
1 − Ω(u)

)
Le(u,ω)du

+
∫ x

x0

τ(u, x)κt (u)Ω(u)

×
∫

S

L(u,ωi)ρ(u,ω,ωi) dσωi du (1)

where x and x0 are points in the �3 space, κt denotes the
extinction coefficient and is the sum of the scattering κs and
absorption κa coefficients, Ω(x) = κs(x)/κt (x) is the scat-
tering albedo and Le(x,ω) is the radiance emitted by the
media at point x in direction ω. S represents the set of direc-
tions on the sphere around point x, and the normalized phase
function ρ(x,ω,ωi) determines the amount of the incident
light arriving at x in direction ω that is scattered in direc-
tion ωi . τ(x0, x), the transmittance factor along the segment
from x0 to x, is expressed as

τ(x0, x) = e
− ∫ x

x0
κt (ξ)dξ

(2)

The cost of computing (1) can be reduced by using a single
scattering model. This simplification narrows the applicabil-
ity of the model to low albedo or optically thin media. In the
same direction, media is supposed to have an isotropic phase
function ρ(x,ω,ωi) = 1

4π
. Note that participating media

such as fog, smoke or clouds show a forward scattering be-
havior that is not compatible with this assumption. This is
a limitation that can be easily overcome using models that
efficiently represent anisotropic phase functions [1]. Finally,
as common participating media is usually non-emissive, we
can safely discard the emission term Le(x,ω).

With the previous assumptions and given that the light-
ing environment has been replaced by a finite set of N light
emitters, (1) can be transformed to:

L(x,ω) = τ(x0, x)L(x0,ω)

+
∫ x

x0

τ(u, x)κt (u)
Ω(u)

4π

N∑
n=1

Lri(u,ωn) du (3)

where Lri(u,ωn) is the reduced incidence radiance [3] ar-
riving at u in the direction of the nth light emitter.

Finally, using small integration steps 
x = x − x0, the
integral equations (3) and (2) can be discretized as

L(x,ω) ≈ τ(x0, x)L(x0,ω)

+ τ(x0, x)κt (x0)
Ω(x0)

4π

N∑
n=1

Lri(x0,ωn)
x (4)

τ(x0, x) = τ(x0, x0 + 
x) ≈ e−κt (x0)·
x (5)

This equation calculates the radiance arriving at a point
x as a function of the radiance and media properties at a
near point x0. If eye is the eye position and ωij the direc-
tion from a pixel with coordinates (i, j) to the observer,
then L(eye,ωij ) will determine the radiance arriving at the
observer from each of the image pixels. Given that the ini-
tial conditions at the furthest position in the media can be
established, this formulation can be mapped to traditional
back-to-front ray marching in 
x increments. In the follow-
ing sections we will explain the details on how (4) can be
solved following this schema.

4 Implementation details

CPU-based ray marching algorithms have been commonly
used to display volumetric media. However, GPU-based im-
plementations are not so frequent, in part due to restric-
tions in the logic complexity and number of instructions in
fragment programs. To overcome these limitations we use a
multi-pass approach. In this section we describe the details
of our OpenGL and Cg [31] implementation.

The general overview of our system is outlined as fol-
lows: Initially the volumetric data, a 3D array of float-
ing point voxels containing the density of the media, is
loaded into GPU memory. The data is analyzed and a view-
independent distance map to accelerate media traversals is
computed. Taking into account camera position, a different
pass builds a validity mask that helps eliminating computa-
tions on areas that are to be empty in the final image. Succes-
sive passes solve (4) as a back-to-front ray marching. Inde-
pendently, every time the lighting environment is changed,
an equivalent light constellation is applied. For a given HDR
image, this set of lights is reused for different frames and
eventually rotated. The previous steps are performed using
floating point arithmetic and generate a HDR image, so a
final tone mapping pass is needed.

4.1 Distance based optimization

Texture fetching operations are one of the bottlenecks of
existing GPU architectures. The performance of an algo-
rithm is drastically reduced when high number of memory
accesses are executed. Since the ray marching algorithm is
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Fig. 1 Distance map optimization: Left: One of the 256 slices of
smoke from a volume data set. Middle: Distance map corresponding to
this slice. Brighter regions correspond to lower distances. Right: Volu-
metric representation of the whole distance map

based on intensively sampling the media, brute force im-
plementations fail to produce interactive frame rates. In this
section, we describe a novel use of an optimization tech-
nique that, based on a distance map, reduces the amount of
these instructions by skipping volume areas that contain no
data.

The distance map, represented in Fig. 1, determines, for
each position x inside the data volume, the distance δ(x) to
the nearest non-empty voxel. Other authors have used sim-
ilar approaches to calculate surface displacement [7] or to
compute geometry in shell space [36]. In our case, we apply
this technique to optimize lighting calculations by accelerat-
ing primary and shadow ray traversals. At runtime, for every
sampling point, the next visited position is determined by
jumping a distance given by δ(x) in the sampling direction.
Note that no directional information is stored, so each δ(x)

identifies the radius of a sphere centered at x, which con-
tains only empty data. This is a conservative optimization,
but given the memory constraints of the hardware frame-
work and since we have observed important speed-ups (see
Sect. 5), it seems to be a good tradeoff.

In order to reduce the number of data fetches, the origi-
nal data and distance maps are stored in the red and green
channels of the same 3D texture. This optimization doubles
the memory footprint, but allows retrieving both values at
no extra cost.

Without loss of generality, our implementation calculates
the distance map as a preprocess. Since existing algorithms
can calculate it in real time [6], the validity of our results
remains the same.

4.2 Validity mask

In this section we explain an optimization method, imple-
mented as a new pass, that uses the data being rendered and
the camera settings to determine which areas of the final im-
age are to be empty. Since it does not perform lighting cal-
culations, it can be efficiently applied.

Initially, using the method described in [23], each pixel
with coordinates (i, j) is assigned a pixel to eye direction
ωij . A traditional slabs test [20] is used to determine Pnear

Fig. 2 Values generated by pixel validity mask pass. From left to right:
Smoke volume being rendered, pixel validity mask showing red pixels
for those fragments containing valid information and color representa-
tion of index of the first slice containing non-transparent data (iFirst)

and Pfar , the nearest and furthest intersections with media’s
bounding box. Pixels where the ray does not define intersec-
tions are discarded for further computations.

Our sampling strategy is based on using shells or spher-
ical slices centered at camera position [11]. Although this
technique eliminates the need of perspective correction, it
has been limited to cases where extreme viewports were
used [8] due to the cost of building proxy geometry. We de-
termine the position of each sampling point by intersecting
a ray with an implicit sphere, so we do not incur in the over-
head of creating any geometry. Slices are i
slice units away
from the camera position, with i being the index of the slice
and 
slice the distance between them. To prevent aliasing
artifacts 
slice is chosen to be smaller than half the side of
a voxel. However, given the data varies smoothly, is trilin-
early filtered by the hardware and the mask is not directly
visible, this value can be relaxed and more sparse sampling
can be used. We have found that up to one slice every five
voxels yields good results.

iNear = ceil
(|Pnear − eye|/
slice

)
(6)

iFar = floor
(|Pfar − eye|/
slice

)
(7)

In order to determine which ray directions will gener-
ate empty image pixels, a ray marching is performed in
back–to-front order. Both the indexes of the nearest and
furthest slices inside the bounding box are calculated us-
ing (6) and (7). A direction will be tagged as containing
data as soon as density values above a given threshold are
found during the traversal from iFar to iNear. The index of
this slice will be noted as iFirst. To improve performance,
this traversal is accelerated using the technique explained in
Sect. 4.1.

This pass outputs a half floating point RGBA image com-
posed of each pixel’s normalized ray direction ωij (RGB
components) and iFirst index (alpha component). The later
is set to −1 for all pixels with no data nor bounding box in-
tersection. In Fig. 2 we can see a false color representation
of validity mask and the first slice containing data.

It is worth noting that both the validity mask and the
distance map make no assumptions on the physical model
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and are calculated before any light computations are started.
This is an important improvement in respect to other acceler-
ation methods that only generate time reductions at the cost
of making them dependent on specific types of physical phe-
nomena. The single scattering model explained in previous
sections should be taken as a convenient example. In gen-
eral, as our optimizations are focused on speeding up traver-
sals and reducing the number of fragments to be calculated,
the heavier the computation imposed by the lighting model,
the bigger will be the improvement that will be generated.

4.3 Ray marching passes

As stated before, to solve the lighting of the participating
media, the radiance arriving at the observer from each of the
pixels in the image plane L(eye,ωij ), must be determined.
To calculate it we have implemented a Cg fragment program
that is executed in a series of passes.

The initial steps of the lighting pass perform a simple
test on the validity mask to avoid unneeded computations.
As soon the pixel is known not to contain data, evaluation
of the shader is stopped and a transparent pixel is returned.
For the remaining pixels, a primary ray is marched from the
position corresponding to iFirst slice in the ωij direction in

slice increments. This traversal is continued until the ray
exits media’s bounding box. At each point x, a shadow ray
is followed from each of the N light emitters to the sam-
pling point itself. Since this ray accounts for absorption and
scattering, self-shadowing effects are included in the final
image. We assume the space surrounding the bounding box
is empty, so the target radiance L(eye,ωij ) is L(Pnear,ωij ),
the radiance measured when the ray exits the bounding box.

Program 1 shows the pseudocode used to perform light-
ing calculations on the slice with index iSlice. The pa-

function SampleSlice( vol3D,rayDir,iSlice,pathRad )
{

x = GetIntersection(iSlice, eye, rayDir);
x_uvw = ToTxtCoords(x);
volValue,distValue = tex3D(vol3D,x_uvw);

// accumulate each light contribution
lightsRad = (0,0,0);
for (n=0; n<N; n++)
{

lightsRad += OneLightRad(x,n);
}
lightsRad *= ScattAlbedo(volValue)/(16*pi*pi);
lightsRad *= Extinction(volValue);

// add current sample to path radiance
pathRad += lightsRad;
pathRad *= Transmittance(volValue,deltaX);

// determine next sampled slice
iSlice += SkipSlices(distValue);

return (iSlice,pathRad);
}

Program 1 Slice sampling pseudocode

rameters vol3D, rayDir and pathRad refer respec-
tively to the 3D texture containing volumetric data and
distance maps, ray direction ωij and path radiance accu-
mulated in previous slices. x and x_uvw are the sam-
pling point’s global and texture space coordinates. Func-
tion GetIntersection returns the intersection of the
slice iSlice and the ray starting at eye with direction
rayDir. τ(x, x + 
x) is returned by Transmittance,
whilst κt (x) and Ω(x) are calculated by Extinction
and ScattAlbedo. All three functions are implemented
as lookup tables, calculated once 
x is known. Function
OneLightRad calculates the radiance arriving from the
nth emitter and is based on a shadow ray traversal. Skip-
Slices returns the number of slices that are skipped ac-
cording to the value stored in the distance map. Both iS-
lice and pathRad are output in a render target.

The OpenGL/Cg FP40 fragment profile, the most flexi-
ble available at the date of the implementation, imposes a
limit of 65.535 instructions per fragment program. Shaders
containing more instructions will generate visible artifacts.
Since we use nested loops to compute primary and shadow
ray traversals, that limit is easily reached. To solve this, each
pass samples m slices and a number of passes are performed
until the whole volume is covered. m is assigned an empir-
ical value on a per-scene basis, depending on the number
of light sources and the distance between slices. To reduce
the overhead, m is chosen to be the highest possible value
without exceeding the limit (in our tests, values between
3 and 15). We use the OpenGL framebuffer object exten-
sion [32] in conjunction with MRT (Multiple Render Tar-
gets) to pipe the results from each pass as initial status for
the next pass.

5 Results

Figures 3, 4 and 5a to 5h have been rendered with data
scanned from real smoke using the method of Hawkins et
al. [14]. This data set, referred to as (i), is composed of 120
full frame volume scans where each frame has been resized
to a resolution of 256 × 256 × 64 voxels. Figures 5i to 5p

Fig. 3 Left to right: Simple back-to-front alpha compositing, primary
rays, primary rays and shadow rays
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have been calculated from voxel arrays simulated using the
algorithm of Shi and Yu [38]. In this data set, named (ii),
each of the 450 frames has been resized to a resolution of

Fig. 4 Image shows the same data set rendered with high (left) and
low (right) extinction coefficients

128 × 128 × 128 voxels. For displaying purposes we have
implemented the interactive tone mapper by Goodnight et
al. [10], which is based on Reinhard’s photographic tone
mapper [35].

Constellations of up to 20 lights have been generated for
each of the HDR environments. Since our system allows free
rotation of the HDR environment, the light constellation is
calculated off-line using [5] and conveniently reoriented for
each frame rendered. This does not suppose a severe restric-
tion as several real-time conversion techniques [22, 33] are
available. Even more, our system can handle dynamic light
environments given they are converted to a sequence of light
constellations.

In terms of storage, there are no important memory re-
quirements apart from the volumetric data being rendered
and its corresponding distance map. Light constellations use
only 6 floating point values (color and position) per emitter.
For low frequency lighting, these requirements are compa-
rable to the equivalent of spherical harmonics and wavelets.
More significant is the absence of heavy precomputation and
storage of precalculated lighting or transfer functions. If we
consider that we render sequences of media frames, these

Fig. 5 Images (a) to (p) from
left-right and top-bottom order.
Smoke rendered using eight
different light probes
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Table 1 Frames per second (speed-ups)

Alpha Primary Self-shadows

No optimiz. (i) 11 4.1 0.5

(ii) 11.5 4.7 0.6

Mask (i) 10 (0.9) 4.7 (1.1) 1.2 (2.4)

(ii) 9.3 (0.8) 4.5 (0.9) 1.1 (1.8)

Mask + dist. (i) 36.5 (3.3) 16.3 (3.9) 4.1 (8.2)

(ii) 35 (3.0) 14.8 (3.1) 4.0 (6.6)

advantages become important improvements in respect to
other techniques.

Figure 3 shows a smoke frame rendered using differ-
ent lighting models: back-to-front alpha compositing, single
scattering limited to primary rays and single scattering us-
ing primary and shadow rays. Note how in the second and
third images the light constellation successfully captures the
overall lighting conditions even with a low number of light
emitters. However, in the middle image, as the emitters illu-
minate every point with the same strength, the media looks
excessively bright. Last image shows a dimmer and more
realistic result due to the attenuation and self-shadowing
effects performed in the light to sampling point traversals.
Since this example shows optically thin media, limiting our
model to single scattering does not prevent getting images
that look physically correct.

Figure 4 shows the same participating media with dif-
ferent extinction coefficients. Note how both images—
optically thin media with low extinction coefficient and
optically thick media with high extinction coefficient—are
correctly depicted. Finally, Fig. 5 shows different lighting
conditions using a set of HDR maps representing interior
and exterior environments ranging from high contrast to
smoothly changing conditions. Even in these diverse situ-
ations, volumetric data is lit without visible artifacts and is
well integrated in the overall scene.

Algorithm performance is represented in Table 1. For
each data set (i), (ii) and lighting method (alpha, primary
and self-shadowing) the frames per second are shown for
three different run modes: brute force ray marching with-
out optimizations, optimized using validity mask, and op-
timized using validity mask and distance maps. Speed-ups
from the brute force method are shown in brackets. All the
images have been rendered with a NVidia Quadro FX3500
graphic card, at a resolution of 512 × 512 pixels. The pro-
jection of the bounding box for data sets (i) and (ii) cov-
ers approximately 50% of the screen, where 20% and 40%
of the pixels correspond to non-transparent smoke respec-
tively. The un-optimized algorithm is capable of generating
interactive frame rates, from 11.5 to 0.5 fps, which is a poor
performance compared to other algorithms that use texture-
based methods. The second data set performs slightly better

than the first, probably due to its smaller size. A speed-up of
up to 2.4 is obtained when a validity mask optimization is
included. More important improvements are obtained with
data set (i) whose mask contains less pixels to be processed
in the lighting passes. This pass comes with an extra cost,
that makes the algorithm run slower with the simplest light-
ing model (speed-up 0.8). However, when complex models
are used (primary and self-shadowing), any initial overhead
is surpassed by the improvements of discarding calculations
on empty image areas. Finally, including an extra distance
map optimization results in a better performance. As both
the validity mask and render passes apply this method, the
resulting speed-up raises to 8.2 and 4 fps when the full light-
ing model is applied. In general, the algorithm performs bet-
ter with data set (i) due to the more sparse distribution of the
smoke and its higher number of holes, characteristics that
lead to efficiently skipped areas. As shown in these results,
our implementation is faster than other algorithms that in-
clude self shadowing without the need of including heavy
precomputation.

6 Conclusions

In this work, we have presented an implementation of an in-
teractive scattering model for inhomogeneous participating
media, adapting the ray marching technique to the GPU. Our
method models the incoming light field as a light constella-
tion obtained from a HDR environment map, and allows for
dynamic media, dynamic lighting and free camera move-
ment. Any changes in these elements are taken into account
by using real-time recalculation.

By combining two novel optimization techniques, a
view-dependent validity pass and a view-independent dis-
tance map, we achieve speed-ups factors of up to 8. Single
scattering with self-shadowing can be rendered at interac-
tive frame rates. Since the optimizations do not make as-
sumptions on the nature of the light interactions, they can
be used with other lighting models apart from the described
in this work. A GPU implementation of those algorithms
will mainly be bounded by the calculations performed per-
fragment and the memory intensive media traversals. Both
elements are directly addressed by us.

As future work, we would like to test new approaches
to include multiple scattering transmission. With the ex-
isting methods, this can only be achieved at the cost of
considerable performance drops or using precomputation.
Even while creating visually acceptable images, assuming
an isotropic phase function makes our method less accurate.
This can be alleviated using already known methods [1]. Fi-
nally, different optimization techniques based on alternative
space classification structures and compression algorithms
can alleviate the memory overhead imposed by the vox-
elized representation of both the data and the distance maps.
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1. Blasi, P., Saẽc, B.L., Schlick, C.: A rendering algorithm for dis-
crete volume density objects. Comput. Graph. Forum (Eurograph-
ics ’93) 12(3), 201–210 (1993)

2. Blinn, J.F.: Light reflection functions for simulation of clouds and
dusty surfaces. SIGGRAPH Comput. Graph. 16(3), 21–29 (1982)

3. Cerezo, E., Pérez, F., Pueyo, X., Serón, F.J., Sillion, F.X.: A survey
on participating media rendering techniques. Vis. Comput. 21(5),
303–328 (2005)

4. Chandrasekhar, S.: Radiative Transfer. Clarendon, Oxford (1950)
5. Cohen, J., Debevec, P.: The LightGen HDR shop plugin.

http://www.hdrshop.com/main-pages/plugins.html (2001)
6. Cuntz, N., Kolb, A.: Fast hierarchical 3d distance transforms on

the GPU. In: Eurographics 07 (Short Presentations) (2007)
7. Donnelly, W.: Per-pixel displacement mapping with distance func-

tions. In: GPU Gems 2, Programming Techniques for High-
Performance Graphics and General-Purpose Computation, pp.
123–136. Addison–Wesley, Reading (2005). Chap. 8

8. Engel, K., Ertl, T.: Interactive high-quality vollume rendering with
flexible consumer graphics hardware. In: Eurographics State of the
Art of Report (2002)

9. Entezari, A., Scoggins, R., Möller, T., Machiraju, R.: Shading
for Fourier volume rendering. In: VVS’02: Proceedings of the
2002 IEEE Symposium on Volume Visualization and Graphics,
pp. 131–138. IEEE Press, New York (2002)

10. Goodnight, N., Wang, R., Woolley, C., Humphreys, G.: Interactive
time-dependent tone mapping using programmable graphics hard-
ware. In: EGRW’03: Proceedings of the 14th Eurographics Work-
shop on Rendering, pp. 26–37. Eurographics Association, Aire-la-
Ville (2003)

11. Grzeszczuk, R., Henn, C., Yagel, R.: Advanced geometry tech-
niques for ray casting volumes. In: ACM SIGGRAPH 1998
Course Notes, Course 4 (1998)

12. Guthe, S., Wand, M., Gonser, J., Straßer, W.: Interactive rendering
of large volume data sets. In: IEEE Visualization (2002)

13. Harris, M.J., Lastra, A.: Real-time cloud rendering. In: Chalmers,
A., Rhyne, T.M. (eds.) EG 2001 Proceedings, vol. 20(3), pp. 76–
84. Blackwell, Oxford (2001)

14. Hawkins, T., Einarsson, P., Debevec, P.: Acquisition of time-
varying participating media. In: SIGGRAPH’05: ACM SIG-
GRAPH 2005 Papers, pp. 812–815. Assoc. Comput. Mach., New
York (2005)

15. Hegeman, K., Ashikhmin, M., Premoze, S.: A lighting model for
general participating media. In: SI3D, pp. 117–124 (2005)

16. Ishimaru, A.: Wave Propagation and Scattering in Random Media.
Academic Press, New York (1978)

17. Jensen, H.W., Christensen, P.H.: Efficient simulation of light
transport in scenes with participating media using photon maps.

In: SIGGRAPH’98: Proceedings of the 25th Annual Confer-
ence on Computer Graphics and Interactive Techniques, pp. 311–
320. Assoc. Comput. Mach., New York (1998). DOI: 10.1145/
280814.280925, ISBN 0-89791-999-8

18. Kajiya, J.T., Herzen, B.P.V.: Ray tracing volume densities. In:
SIGGRAPH’84: Proceedings of the 11th Annual Conference on
Computer Graphics and Interactive Techniques, pp. 165–174. As-
soc. Comput. Mach., New York (1984)

19. Kalos, M.H., Whitlock, P.A.: Monte Carlo Methods, vol. 1: basics.
Wiley, New York (1986)

20. Kay, T.L., Kajiya, J.T.: Ray tracing complex scenes. In: SIG-
GRAPH’86: Proceedings of the 13th Annual Conference on Com-
puter Graphics and Interactive Techniques, pp. 269–278. Assoc.
Comput. Mach., New York (1986)

21. Klein, T., Strengert, M., Stegmaier, S., Ertl, T.: Exploiting frame-
to-frame coherence for accelerating high-quality volume raycast-
ing on graphics hardware. In: IEEE Visualization, p. 29 (2005)

22. Kollig, T., Keller, A.: Efficient illumination by high dynamic
range images. In: EGRW’03: Proceedings of the 14th Eurograph-
ics Workshop on Rendering, pp. 45–50 (2003)

23. Kruger, J., Westermann, R.: Acceleration techniques for GPU-
based volume rendering. In: VIS’03: Proceedings of the 14th
IEEE Visualization 2003 (VIS’03), p. 38. IEEE Comput. Soc., Los
Alamitos (2003)

24. Lafortune, E.P., Willems, Y.D.: Rendering participating media
with bidirectional path tracing. In: Proceedings of the Eurograph-
ics workshop on Rendering techniques’96, pp. 91–100. Springer,
Berlin (1996)

25. LaMar, E., Hamann, B., Joy, K.I.: Multiresolution techniques for
interactive texture-based volume visualization. In: VIS’99: Pro-
ceedings of the Conference on Visualization’99, pp. 355–361.
IEEE Comput. Soc., Los Alamitos (1999)

26. Li, W., Mueller, K., Kaufman, A.: Empty space skipping and oc-
clusion clipping for texture-based volume rendering. In: VIS’03:
Proceedings of the 14th IEEE Visualization 2003 (VIS’03), p. 42.
IEEE Comput. Soc., Los Alamitos (2003)

27. MacQueen, J.: Some methods for classification and analysis of
multivariate observations. In: LeCam, L.M., Neyman, J. (eds.)
Proceedings of Fifth Berkeley Symposium on Math. Stat. and
Prob., vol. 1, pp. 281–297. Univ. California Press, Berkeley
(1967)

28. Max, N.L.: Atmospheric illumination and shadows. SIGGRAPH
Comput. Graph. 20(4), 117–124 (1986)

29. Narasimhan, S.G., Nayar, S.K.: Shedding Light on the Weather.
IEEE Comput. Soc., Los Alamitos (2003), p. 665

30. Ng, R., Ramamoorthi, R., Hanrahan, P.: All-frequency shadows
using non-linear wavelet lighting approximation. ACM Trans.
Graph. 22(3), 376–381 (2003)

31. NVidiaCorporation: Cg language specification. http://developer.
download.nvidia.com/cg/Cg_1.5/1.5.0/0019/Cg_Specification.pdf

32. NVidiaCorporation: Framebuffer object extension. http://oss.sgi.
com/projects/ogl-sample/registry/EXT/framebuffer_object.txt

33. Ostromoukhov, V., Donohue, C., Jodoin, P.M.: Fast hierarchi-
cal importance sampling with blue noise properties. ACM Trans.
Graph. 23(3), 488–495 (2004)

34. Ramamoorthi, R., Hanrahan, P.: An efficient representation for ir-
radiance environment maps. In: SIGGRAPH’01: Proceedings of
the 28th Annual Conference on Computer Graphics and Interac-
tive Techniques, pp. 497–500. Assoc. Comput. Mach., New York
(2001)

35. Reinhard, E., Stark, M., Shirley, P., Ferwerda, J.: Photographic
tone reproduction for digital images. In: SIGGRAPH’02: Proceed-
ings of the 29th Annual Conference on Computer Graphics and
Interactive Techniques, pp. 267–276. Assoc. Comput. Mach., New
York (2002)

http://www.hdrshop.com/main-pages/plugins.html
http://dx.doi.org/10.1145/280814.280925
http://dx.doi.org/10.1145/280814.280925
http://developer.download.nvidia.com/cg/Cg_1.5/1.5.0/0019/Cg_Specification.pdf
http://developer.download.nvidia.com/cg/Cg_1.5/1.5.0/0019/Cg_Specification.pdf
http://oss.sgi.com/projects/ogl-sample/registry/EXT/framebuffer_object.txt
http://oss.sgi.com/projects/ogl-sample/registry/EXT/framebuffer_object.txt


Interactive HDR lighting of dynamic participating media 347

36. Ritsche, N.: Real-time shell space rendering of volumetric geome-
try. In: GRAPHITE’06: Proceedings of the 4th International Con-
ference on Computer Graphics and Interactive Techniques in Aus-
tralasia and Southeast Asia, pp. 265–274. Assoc. Comput. Mach.,
New York (2006)

37. Rushmeier, H.E., Torrance, K.E.: The zonal method for calculat-
ing light intensities in the presence of a participating medium. In:
SIGGRAPH’87: Proceedings of the 14th Annual Conference on
Computer Graphics and Interactive Techniques, pp. 293–302. As-
soc. Comput. Mach., New York (1987)

38. Shi, L., Yu, Y.: Controllable smoke animation with guiding ob-
jects. ACM Trans. Graph. 24(1), 140–164 (2005)

39. Sloan, P.P., Kautz, J., Snyder, J.: Precomputed radiance transfer
for real-time rendering in dynamic, low-frequency lighting envi-
ronments. In: SIGGRAPH’02: Proceedings of the 29th Annual
Conference on Computer Graphics and Interactive Techniques, pp.
527–536. Assoc. Comput. Mach., New York (2002)

40. Stam, J.: Stochastic rendering of density fields. In: Proceedings of
Graphics Interface’94, pp. 51–58 (1994)

41. Stam, J.: Multiple scattering as a diffusion process. In: Hanrahan,
P.M., Purgathofer, W. (eds.) Rendering Techniques’95 (Proceed-
ings of the Sixth Eurographics Workshop on Rendering), pp. 41–
50. Springer, Berlin (1995)

42. Sun, B., Ramamoorthi, R., Narasimhan, S.G., Nayar, S.K.: A prac-
tical analytic single scattering model for real time rendering. In:
SIGGRAPH’05: ACM SIGGRAPH 2005 Papers, pp. 1040–1049.
Assoc. Comput. Mach., New York (2005)

43. Szirmay-Kalos, L., Sbert, M., Umenhoffer, T.: Real-time multiple
scattering in participating media with illumination networks. In:
Eurographics Symposium on Rendering, pp. 277–282 (2005)

44. Tost, D., Grau, S., Ferre, M., Puig, A.: Ray-casting time-varying
volume data sets with frame-to-frame coherence. In: Proceedings
of SPIE (2006)

45. Vollrath, J., Weiskopf, D., Ertl, T.: A generic software framework
for the gpu volume rendering pipeline. In: VMV’05: Proceedings
of Vision, Modeling, and Visualization Conference (2005)

46. Westermann, R., Sevenich, B.: Accelerated volume ray-casting
using texture mapping. In: VIS’01: Proceedings of the Confer-
ence on Visualization’01, pp. 271–278, IEEE Comput. Soc., Los
Alamitos, 2001

47. Zhou, K., Hou, Q., Gong, M., Snyder, J., Guo, B., Shum, H.Y.:
Fogshop: Real-time design and rendering of inhomogeneous,
single-scattering media. Technical Report, Microsoft Research
(2007)

48. Zhou, K., Ren, Z., Lin, S., Bao, H., Guo, B., Shum, H.Y.: Real-
time smoke rendering using compensated ray marching. Technical
Report, Microsoft Research (2007)

Fernando Navarro has an MsC
from the University of Zaragoza and
since 1997 has been leading differ-
ent R&D departments in computer
graphics, visual effects and feature
film companies. From 2006, he has
been working for Lionhead Studios
(Microsoft Games Studios). He is
also following a Ph.D. in Computer
Science, focused on advanced ren-
dering algorithms and their real time
implementations. He is a member of
several committees including sev-
eral ACM conferences. His inter-
ests include advanced rendering al-

gorithms, global illumination and HDRI lighting.

Diego Gutierrez is a tenured As-
sociate Professor at the University
of Zaragoza, Spain, where he re-
ceived his Ph.D. in Computer Sci-
ence, earning the Ph.D. Extraordi-
nary Award. He’s Chair of SIG-
GRAPH Asia 2008 Sketches and
Posters. He was also co-chair of
ACM GRAPHITE 2006 and has
served on several other committees,
including Eurographics, the SIG-
GRAPH sketches program, Pacific
Graphics and other ACM or EG-
related conferences. His areas of in-
terest include rendering, computa-

tional photography, global illumination, high dynamic range and per-
ception. He has published more than 60 papers in international confer-
ences and journals.

Francisco J. Serón is a Professor
of Computer Science at the Tech-
nical School of Engineering at the
University of Zaragoza. He received
a Physical Science Degree from the
University of Zaragoza in 1977 and
a Ph.D. from the same University
in 1984. At present he is the head
of the Advanced Computer Graph-
ics Group within the Computer Sci-
ence Department. His research in-
terests include simulation of natural
phenomena, illumination engineer-
ing, and virtual reality.


	Interactive HDR lighting of dynamic participating media
	Abstract
	Introduction
	Previous work
	Lighting model
	Implementation details
	Distance based optimization
	Validity mask
	Ray marching passes

	Results
	Conclusions
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


